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Preface 

Almost thirty years ago the author began his studies in colloid chemistry 
at the laboratory of Professor Ryohei Matuura of Kyushu University. His 
graduate thesis was on the elimination of radioactive species from aqueous 
solution by foam fractionation. He has, except for a few years of absence, 
been at the university ever since, and many students have contributed to 
his subsequent work on micelle formation and related phenomena. Nearly 
sixty papers have been published thus far. Recently, in search of a new 
orientation, he decided to assemble his findings and publish them in book 
form for review and critique. In addition, his use of the mass action model 
of micelle has received much criticism, especially since the introduction of 
the phase separation model. Many recent reports have postulated a role for 
Laplace pressure in micellization. Although such a hypothesis would provide 
an easy explanation for micelle formation, it neglects the fact that an 
interfacial tension exists between two macroscopic phases. The present book 
cautions against too ready an acceptance of the phase separation model of 
micelle formation. 

Most references cited in this book are studies introduced in small group 
meetings of colloid chemists, the participants at which included Professors 
M. Saito, M. Manabe, S. Kaneshina, S. Miyagishi, A. Yamauchi, H. Akisada, 
H. Matuo, M. Sakai, and Drs. O. Shibata, N. Nishikido, and Y. Murata, 
to whom the author wishes to express his gratitude for useful discussions. 
The author also was in residence at the University of Wisconsin-Madison 
for sixteen months; his collaboration with Professor P. Mukerjee and Mr. 
M. Murata as a research associate greatly aided in the development of the 
concepts described in Chapters 3 and 4. His study for fifteen months at 
L'Ecole Polytechnique Federal de Lausanne with Professor M. Gratzel and 
Drs. P. P. Infelta, R. Humphry-Baker, and A. Braun gave rise to Chapter 
12. Chapters 5, 8, and 13 owe a great deal to Professors M. Tanaka; K. 
Motomura; and I. Satake and K. Hiramatsu, respectively. Collaboration 
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vi Preface 

with Professor T. Kuwamura and Dr. S. Inokuma contributed greatly to 
the concept of micelle temperature range as discussed in Chapter 6. It is a 
pleasure for the author to acknowledge his indebtedness to Professor J. 
Kratohvil of Clarkson University, who read the manuscript and offered 
criticism and advice. The author is also grateful to Miss Y. Kamishiro for 
her helpful assistance. This book is thus a mixed crystal of collaborations 
and contributions from all the persons mentioned above. The author also 
expresses his thanks to those predecessors whose work has made colloid 
science so fascinating. In addition, any criticism of readers on the contents 
of this book is welcomed. 

Finally, the author wishes to thank his parents, for giving him the 
opportunity for advanced study, and his wife, Noriko, for her patience and 
encouragement during the preparation of this book. 

Yoshikiyo Moroi 
Fukuoka, Japan 
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1 
Introduction 

Forty years have passed since the publication of three famous books bearing 
the same title-Colloid Science. The first was by A. E. Alexander and P. 
Johnson,t the second by J. W. McBain,2 and the third by H. R. Kruyt.3 
Since then, colloid science has generated a number of new but related fields, 
such as studies of polymers, semiconductors, liquid crystals, membranes, 
and vesicles. Micellar aggregates have served as an important bridge between 
microscopic and macroscopic chemical species in the development of new 
technologies. The importance of colloid science is now fully recognized, 
and it has become established as the basic foundation of nearly all fields 
of solution science. 

The thermodynamic equilibria of amphiphilic molecules in solution 
involve four fundamental processes: (1) dissolution of amphiphiles into 
solution; (2) aggregation of dissolved amphiphiles; (3) adsorption of dis­
solved amphiphiles at an interface; and (4) spreading of amphiphiles from 
their bulk phase directly to the interface (Fig. 1.1). All but the last of these 
processes are presented and discussed throughout this book from the ther­
modynamic standpoint (especially from that of Gibbs's phase rule), and 
the type of thermodynamic treatment that should be adopted for each is 
clarified. These discussions are conducted from a theoretical point of view 
centered on dilute aqueous solutions; the solutions dealt with are mostly 
those of the ionic surfactants with which the author's studies have been 
concerned. The theoretical treatment of ionic surfactants can easily be 
adapted to nonionic surfactants. The author has also concentrated on recent 
applications of micelles, such as solubilization into micelles, mixed micelle 
formation, micellar catalysis, the protochemical mechanisms of the micellar 
systems, and the interaction between amphiphiles and polymers. Fortu­
nately, almost all of these subjects have been his primary research interests, 
and therefore this book covers, in many respects, the fundamental treatment 
of colloidal systems. 
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Figure t. t. Four fundamental processes for thermodynamical equilibria of amphiphilic 
molecules in solutions: (1) dissolution of amphiphiles into solution, (2) aggregation of dissolved 
amphiphiles, (3) adsorption of dissolved amphiphiles at an interface, (4) spreading of amphi­
philes from their own bulk phase directly to an interface. 

The number of scientific reports relating to amphiphilic molecules has 
greatly expanded during the past 20 years. Amphiphilic molecules, or 
amphiphiles, are not only highly interesting from the physicochemical view­
point but also are fundamental to life: it is no exaggeration to say that 
living things are made up of colloids comprising a wide variety of amphi­
philes. In this monograph, however, attention focuses on the aggregation 
of amphiphiles in solution. Many kinds of amphiphiles form molecular 
aggregates in solution above a narrow concentration range. These aggregates 
are called micelles, and the concentration range above which they form is 
called the critical micelle concentration (CMC). 

Many monographs,4-8 proceedings,9-11 review articles,12-15 and scien­
tific papers have been published on micelle formation. It has been considered 
from two primary viewpoints: one regarding the micelle as a chemical 
species (the mass action model), and the other considering it as a separate 
phase (the phase separation model). The two models converge as the aggrega­
tion number of micelles under observation increases; the problem lies in 
determining which model i!! more appropriate for micelles whose aggrega­
tion number is less than a few hundred. 

Many recent reports on micelle formation and solubilization into micel­
les have treated micelles as a separate phase. 16-2o With regard to solubiliz­
ation, in particular, an increased pressure within the micelle, in accordance 
with Laplace's law, has often been postulated to explain a diminished 
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transfer of free energy per methylene group from the aqueous medium into 
the micelle interior compared with the free energy transfer from an aqueous 
medium into bulk liquid hydrocarbon. 16.17 The decreased free energy trans­
fer per methylene group associated with micelle formation has also been 
attributed to partial crystallization of the alkyl chain in the interior of the 
micelle, caused by the same Laplace-induced pressure increase.21 An inter­
facial tension exists at the boundary between two bulk phases. 22- 24 There­
fore, a pressure increase can occur only when micelles are a separate phase. 
If interfacial tension were present within the micelle, a difference would be 
observed in the association constant (K1 ) between a solubilizate (R) and a 
vacant micelle (M), depending on whether the solubilization site lay inside 
or outside a plane of interfacial tension (see Chapter 9): 

(1.1) 

This difference might be seen by using solubilizate molecules with hydro­
phobic akyl chains of varying lengths as probes, since the alkyl chain is 
believed to be located partly inside and partly outside the micellar plane 
of tension. Figure 1.2 shows the change in the solubilization constant 
observed in 4-n-alkylbenzoic acid and dodecylsulfonic acid micelles when 
alkyl chains of varying length were used.22 The alkyl chains of the solubili­
zates ranged in length from Co to Cs, where the Cs chain is almost as long 
as the surfactant molecule. Therefore, if a plane of tension were located 
inside the micelle, the alkyl chains long enough to penetrate the micelle 
core would encounter an increased Laplace pressure, and the plot in Fig. 
1.2 should become less steep above a certain carbon number. The experi­
mental data did not show this effect, indicating that there probably is not 
a plane of interfacial tension in the micelle. 

Discussions of micelle formation and related phenomena based on the 
phase rule also lead to important conclusions, because this approach is 
thermodynamically correct. The concept of degrees of freedom, which is 
based on this approach, is employed frequently in this book. 

Colloid chemistry is used in many fields of science and technology, as 
is evidenced both by the voluminous literature on the subject and by the 
proliferation of research institutions. The audience for this book therefore 
includes senior undergraduate and graduate students in chemistry, applied 
chemistry, and pharmacology as well as researchers in surfactants and 
detergents. The author hopes that this book will provide preliminary guid­
ance to the many interrelated fields centered on micelle chemistry, and that 
it will be useful to workers in the fields of biology, medicine, pharmacology, 
and of course, colloid chemistry. 
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Figure 1.2. Standard free energy change for the association constant between solubilizate and 
micelles plotted against carbon number of the solubilizate alkyl chain. The solubilizate is 
4-n-alkylbenzoic acid and the micelle is made of dodecylsulfonic acid.22 (Reproduced with 
permission of Academic Press.) 

Chapters 1 through 8 deal with fundamental theories of amphiphilic 
molecules, with a focus on micelles, and Chapters 9 through 13 cover the 
applications of micelles. All of the chapters, however, cover the necessary 
fundamental concepts-including relevant symbols and equations-and are 
self-contained. Concentrations are ususally expressed by the italic letter C 
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with a subscript indicating the chemical species, but the square-bracket 
convention [ ] is also used for complicated species. 
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2 
Surface-Active Agents 

2. 1. Classification 

Surface-active agents, or surfactants, owe their name to their interesting 
behavior at surfaces and interfaces. They are positively adsorbed at 
interfaces between phases, and the adsorption of surfactant lowers the 
interfacial tension between the phases (see Chapter 8). Because of their 
ability to lower interfacial tension, surfactants are used as emulsifiers, 
detergents, dispersing agents, foaming agents, wetting agents, penetrating 
agents, and so forth. 

Many types of substances act as surfactants, but all share the property 
of amphipathy: the molecule is composed of a nonpolar hydrophobic portion 
and a polar hydrophilic portion,l and is therefore partly hydrophilic and 
partly hydrophobic. Surfactants may be referred to as either amphiphilic or 
amphipathic; the terms are synonymous. The polar, hydrophilic part of the 
molecule is called the hydrophilic or lipophobic group, and the nonpolar, 
hydrophobic part is called the hydrophobic or lipophilic group. Often the 
hydrophilic part of the molecule is simply called the head and the hydro­
phobic part-usually including an elongated alkyl substituent-is called 
the tail. The presence of a hydrophilic group makes surfactants slightly 
soluble in aqueous media, and is central to the physicochemical properties 
of aqueous surfactant solutions. 

Surfactants are classified on the basis of the charge carried by the polar 
head group as anionic, cationic, non ionic, or amphoteric. Tables 2.1 through 
2.4 show the chemical structures of typical examples of these classes. 
Lecithin, cephalin, and the bile acids are ususally classified as biosurfactants. 
The bile acids and their conjugates have different properties in solution 
from surfactants with a long alkyl chain. 28-30 

7 



8 Chapter 2 

Table 2.1. Chemical Structure of Hydrophilic Groups for Anionic Amphiphiles 

Chemical structurea 

R-(COO-)nMn+ 

R-COO- M2+ 
I 
SO;-
R-COO- M(n+l)+ 
I 
OP03H3_ n 

R-CON(CH3)CH2COO- M+ 

R-OSO;- M+ 

R-(OCH2CH2)n - OSO;- M+ 

R-SO;- M+ 

R-(OCH2CH2)n-SO;- M+ 

R-CH-SO;-M+ 
I 
CH20H 

R-@-SO; M+ 

R-©@-SO; 

GR_: long hydrophobic tail. 

2.2. Hydrophile-Lipophile Balance 

Name 

Carboxylate 

Sulfocarboxylate 

Phosphonocarboxylate 

Sarcoside 

Sulfate 

Polyoxyethylene sulfate2.3 

Sulfonate 

Polyoxyethylene sulfonate 

I-Hydroxy-2-sulfonate 

Benzene sulfonate4•s 

Naphthalene sulfonate 

The term hydrophile-lipophile balance (HLB), first suggested by Clay­
ton, refers to the balance in size and strength between the hydrophilic and 
hydrophobic parts of a surfactant molecule.31 Griffin later developed the 
concept of the HLB for emulsifiers on the basis of their aqueous 
solubility.32,33 The HLB value is an empirical number assigned to nonionic 
surfactants on the basis of a wide variety of emulsion experiments carried 
out on surfactants at the Atlas Powder Company. These HLB values range 
from 1 to 40, the low numbers generally indicating solubility in oil and the 
high numbers solubility in water. Nevertheless, emulsifiers with the same 
HLB value may differ in solubility. 

An emulsifier has two different actions: it promotes the formation of 
an emulsion, and it determine whether an oil/water (O/W) or a water/oil 
(W/O) emulsion will be formed. The second action is closely connected 
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Table 2.2. Chemical Structure of Hydrophilic Groups for Cationic Amphiphiles 

Chemical structureG Name 

Ammonium8 

Sulfonium 

Phosphonium 

Pyridinium9 

R-+LOOx- Quinolinium 

R-+N@--@N+-RI X2-

Viologen iO 

aR_: long hydrophobic tail; R,-, R2-, R3-: hydrogen or short alkyl chain. 

with the HLB value. On the basis of systematic emulsion experiments, 
Griffin found that the HLB values of mixtures of two or more emulsifiers 
are additive32 : the HLB value of the mixture is equal to the sum of the HLB 
values of the constituents multiplied by their weight fractions in the 
mixture x7: 

HLB = L x7(HLB)i (2.1) 
i 

Griffin also listed several estimated HLB values for emulsifiers, which had 
been determined and correlated by an extensive series of emulsifier blending 
tests (Table 2.5). Using these values and Eq. (2.1), it is possible to determine 
an HLB value for any surfactant by blending it with a surfactant of known 
HLB value. In addition, the following simple formulas for calculating HLB 
values were derived from systematic tests.33 

For most polyhydric alcohol fatty acid esters (sorbitan monoester type), 
approximate HLB values may be obtained using the following equation: 

HLB = 20(1- Sf A) (2.2) 
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Table 2.3. Chemical Structure of Hydrophilic Groups for Nonionic Amphiphiles 

Chemical structure" 

R-(OCH2CH2ln-OH 

R-(OCH2CH2CH2)n-OH 

R-COO-(CH2CH20)n-H 

R-COO-CH-CH20H 
I 
OH 

R-(CH2CH20)n 

R-S-R. 
~ 
o 

CH3 OH OH 
I I I 

R-CO-N-CH2CH-CH-CH-CH-CH20H 
I I 
OH OH 

Name 

Polyoxyethylene alcoholll 

Polyoxypropylene alcohol·2 

Polyoxyethylene ester 

Glycerol monoester 

Pentaerythritol monoester 

Sorbitan monoester 

Crown ether13.'4 

Sulfoxide .S •• 6 

Sulfinyl alkanol·s .• 7 

Polyoxyethylene thioether 

Amine oxide·8- 2• 

Azacrown22 

Phosphine oxide23.24 

N -Metbylglucamine2s-27 

GR_: long hydrophobic tail;·R,-. R2-: hydrogen or short alkyl chain. 
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Table 2.4. Chemical Structure of Hydrophilic Groups for Amphoteric 
Amphiphiles 

Chemical structured Name 

C betaine 

N betaine 

Triglycine 

N, N-Dialkyl taurine 

Phosphatidylcholine4 

dR_: long hydrophobic tail; R,-, R2-, R3-: hydrogen or short alkyl chain. 

11 

where S is the saponification number of the ester and A is the acid number 
of the acid. This equation can be written as 

(2.2') 

where Mh is the weight of the hydrophobic group and Mw is the molecular 
weight.34 

Many fatty acid esters (Tween type) do not give good saponification 
number data. For these substances, the HLB values may be calculated by 

HLB = (E + P)/5 (2.3) 

where E is the weight percent of oxyethylene and P is the weight percent 
of polyhydric alcohol. If the hydrophilic group consists only of polyoxy­
ethylene (Igepal type), Eq. (2.3) simplifies to 

HLB = E/5 (2.3') 

As mentioned above, Griffin proposed an HLB scale for emulsifiers 
ranging from 1 (very lipophilic) to 40 (very hydrophilic). HLB values were 
assigned by determining the proportions of different emulsifier combinations 
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Table 2.5. Estimated HLB Values for Various 
Types of Emulsifiers" 

Emulsifier Estimated HLB 

Anionic 
TEA oleate 12 
Sodium oleate 18 
Potassium oleate 20 

Cationic 
Atlas G-251 25-35 

Nonionic 
Oleic acid -1 
Span 85 1.8 
Span 80 4.3 
Span 60 4.7 
Span 20 8.6 
Tween 81 10.0 
Tween 60 14.9 
Tween 80 15.0 
Tween 20 16.7 

• Reproduced with permission of the Society of Cosmetic 
Chemists.l2 

Chspter2 

needed to make the best oil/water emulsions; 75 emulsions were used to 
determine the HLB value of each surfactant. Atlas Chemical Industries 
(now ICI America) has since recommended that an initial series of nine 
test emulsions be prepared to yield an approximate HLB value, which is 
then refined with further emulsions.35 This arduous method is applicable 
only to nonionic surfactants. HLB values obtained according to this protocol 
range from 1 (most lipophilic) to 20 (most hydrophilic). Suitable applica­
tions and HLB ranges are shown in Table 2.6.36 

In another attempt to overcome the limitations of Griffin's procedure, 
Davies37 attempted to calculate HLB values by assigning an HLB contribu­
tion group number to each functional group in a molecule after studying 
the relative coalescence rates of stabilized oil droplets in water and water 
droplets in oil. Table 2.7 gives the group numbers characteristic of each 
functional group. Davies's equation, which is applicable to ionic as well as 
nonionic surfactants, is 

HLB = L (hydrophilic group number) 

- L (hydrophobic group number) + 7 (2.4) 

Davies's method is useful if the structure and proportions of the components 
in the surfactant are known. The greatest disadvantage of the method arises 
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Table 2.6. HLB Ranges and Suitable Applicationsa 

HLB range 

1 to 6 
6 to 9 
8 to 18 

13 to 15 
15 to 18 

1 to 4 
3 to 6 
6 to 8 
8 to 10 

10 to 13 
>13 

Applications 

Water-in-oil emulsifier 
Wetting agent 
Oil-in-water emulsifier 
Detergent 
Solubilizer 

HLB by dispersibility 

No dispersibility in water 
Poor dispersion 
Milky dispersion after vigorous agitation 
Stable milky dispersion 
Translucent to clear dispersion 
Clear solution 

"Reproduced with permission of Dekker.'" 
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from the fact that the contribution of a given hydrophilic group to the 
polarity of a surfactant molecule tends to decrease as the size of the molecule 
increases. The method was developed further by Lin et al. 34,38 

Later, Greenwald et al. developed a classification system based on 
liquid-liquid distribution coefficients of surfactants in water and isooctane.39 

In 1962, Huebner introduced a quantity called the polarity index (PI) 
intended to replace the HLB value.40 This index was found to have a linear 
relationship with the HLB value.41 The polarity index is determined from 
the carbon number corresponding to methanol, when methanol and normal 
hydrocarbons are separated on a gas chromatograph with the surfactant as 

Table 2.7. HLB Group Numbers for Hydrophilic and Hydrophobic Groupsa 

Hydrophilic Group number Hydrophobic Group number 

-S04Na 38.7 -CH- 0.475 
-COOK 21.1 -CH2- 0.475 
-COONa 19.1 - CH3 0.475 
-S03Na 11.0 =CH- 0.475 
N (tertiary amine) 9.4 -CF2 - 0.870 
Ester (free) 2.4 
-COOH 2.1 
-OH (free) 1.9 
-0- 1.3 
-OH (sorbitan ring) 0.5 

"Reproduced with permission of Academic Press.34 



14 

20 

15 

10 

5 

0~-4~~--~--------~----------~~ 
9 

Chapter 2 

Figure 2.1. Relationship between HLB' and 80 for three classes of polyoxyethylated surfactants: 
(e) dodecanol derivatives; (0) octylphenol derivatives; (M sorbitan monooleate derivatives; 
(_) sorbitan monostearate derivatives; (0) sorbitan monolaurate derivatives; ( .) polyethylene 
glycol 3350.46 (Reproduced with permission of the American Pharmaceutical Association.) 
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a stationary phase. Huebner's formula for the polarity index is 

PI = 100 log(nc - 4.7) + 60 (2.5) 

where nc is the apparent number of carbon atoms in a standard alkane 
having the same retention time as methanol (obtained from a graph of the 
hydrocarbon retention times plotted against the number of carbon atoms 
in the hydrocarbons); 4.7 is a statistically determined factor; and 60 is the 
value needed to make the index positive. Polarity index values for surfactant 
mixtures are additive in the same way as HLB values [see Eq. (2.1)]. 

The polarity index was further investigated by Becher and Birkmeier, 
who defined the polarity of a surfactant in an inverse fashion as the ratio 
of the retention times of a polar and a nonpolar material.42 Gas chromato­
graphic investigations on the polarity of surfactants are still being carried 
out.43,44 

Small introduced the solubility parameter, an additive constitutive 
property of a surfactant molecule that can be calculated from the additive 
contribution of its functional groups.45 Schott developed this concept 
and introduced the overall solubility parameter l)o, made up of three 
components46; 

(2.6) 

where l)D reflects dispersion forces, Up reflects dipole-dipole forces, and 
l)H reflects hydrogen bonding forces. Overall, solubility parameters show a 
good linear relationship with HLB values (Fig. 2.1). Surprisingly, the curves 
for the three structurally dissimilar surfactants shown in Fig. 2.1 are spaced 
only about 1.2 (cal/cm3)1/2 apart. This finding indicates that the nature of 
the hydrocarbon portion of a nonionic surfactant has only a limited effect 
on its solubility parameter. This finding also indicates that the objection 
leveled against HLB values calculated using Eq. (2.3)-that they treat the 
hydrocarbon portion of the molecule only in terms of its weight percent-is 
of limited validity. 

Many attempts have been made to relate HLB value to the properties 
of surfacts,38,47-50 but a definite relation has not been obtained. 

2.3. Purification of Surfactants 

Impurities are small amounts of foreign chemicals coexisting with the 
chemical of interest. In practice, impurities often confer desirable properties 
on a surfactant and are added as regular constituents. For purpose of basic 
surfactant research, however, all chemical species other than the surfactants 
of interest must be considered impurities. For example, surfactant molecules 
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homologous to the species under study but differing from it in alkyl chain 
length constitute impurities. For this reason the hydrophobic reactants used 
to prepare a pure surfactant sample should themselves be as pure as possible. 
Other ubiquitous impurities include residual reactants, inorganic chemicals, 
solvents, and by-products. The effects of these impurities on the phy­
sicochemical properties of surfactants are very instructive. 

2.3. 1. Effects of Impurities 

One type of impurity that strongly influences the solution properties 
of surfactants consists of residual hydrophobic reactants having a polar 
head group such as -COOH, -OH, -NH2' -x (where X is a halogen 
atom), or -C=CH2. Compounds of this type are only sparingly soluble 
in water, and therefore deserve attention in studies on interface adsorption 
and micelle formation by surfactants. These compounds are very surface­
active and can significantly reduce interfacial tension; moreover, they are 
easily solubilized into surfactant aggregates or micelles. For example, if 
sodium dodecyl sulfate (SDS) containing a residual amount of the hydro­
phobic reactant dodecanol is added gradually to an aqueous phase, it is 
found that with increasing surfactant, the surface tension of the sample first 
drops to a minimum and then rises toward the value characteristic of pure 
SDS. Samples prepared using pure SDS do not show this minimum. The 
surfactant concentration at the minimum corresponds to the critical micelle 
concentration (CMC) of the unpurified surfactant, which is lower than the 
CMC of purified surfactant. The increase in surface tension ofthe unpurified 
surfactant above the CMC is caused by the solubilization of dodecanol into 
SDS micelles and the consequent desorption of dodecanol from the sample 
surface (Fig. 2.2).51 

If a hydrophobic reactant includes homologs with different alkyl chain 
lengths, then the chain length of the product will also be heterogeneous. 
The CMC values of homologous surfactants are given by52 

10gCMC = B - Dnc (2.7) 

where nc is the number of carbon atoms in the alkyl chain and Band D 
are the constants of each homolog. Figure 2.3 shows the mixed CMC for 
the system SDS/sodium tetradecyl sulfate (see Chapter 10 for discussion 
of mixed micelle formation).53 As shown by Fig. 2.3, the CMC is increased 
by the homolog with the shorter alkyl chain and decreased by the homolog 
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Figure 2.2. Etlect of dodecanol (OOH) on the surface tension of solutions of sodium dodecyl 
sulfate (SOS): A, pure SOS; B, pure SOS + 0.1% DOH of the amount of SOS; C, pure 
SOS + 0.5% OOH of the amount of SOS; 0, SOS before final 36-h Soxhlet extraction with 
ethyl ether.Sl (Reproduced with permission of the American Chemical Society.) 

with the longer alkyl chain, but the effect of the long-chain homolog is 
much stronger. Long-chain homolog impurities should therefore be elimi­
nated with special care. 

Another important type of impurity is inorganic by-products that 
increase the ionic strength of the surfactant solution. Inorganic impurities 
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Figure 2.3. CMC change of sodium dodecyl sulfate (SDS)-sodium tetradecyl sulfate (STS) 
mixture at 47°C: (0), observed value; (-) theoretical curve.53 (Reproduced with permission 
of Academic Press.) 

of this type strongly influence the interfacial adsorption and micelle forma­
tion of ionic surfactants. The decrease in the CMC caused by a specific 
concentration of a counterion is given by54 

log CMC = B' - D' log Ci (2.8) 

where Ci is the counterion concentration and B' and D' are constants 
characteristic of each surfactant. As shown in Fig. 2.4, log CMC decreases 
linearly with log Ci • Salts have a weaker effect on nonionic surfactants than 
on ionic surfactants, but still cause a slight decrease in the CMC. 

2.3.2. Techniques for Purifying Surfactants 

In many cases, a surfactant sample is found to exhibit particular 
phenomena only over specific concentration ranges. This type of concentra­
tion dependence generally reflects the presence of impurities, which can 
have both a qualitative and a quantitative effect on the behavior of the 
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Figure 2.4. Plots of logarithm of CMC against logarithm of counterion concentration: (A) 
sodium 4-n-hexylbenzoate at 25°C; (B) sodium 4-n-octylbenzoate at 35°C. 

surfactant. Purity is therefore often a crucial factor in surfactant research. 
This section discusses methods for purifying surfactants, using SDS as a 
representative ionic surfactant. The purification methods used for SDS can 
be applied to other ionic surfactants. 

Purification techniques handle organic and inorganic impurities separ­
ately. In principle, organic impurities can be eliminated by repeated recrys­
tallization from organic solvents, and inorganic impurities can be removed 
by recrystallization from water. Recrystallization from water is only effective 
when the micelle temperature range (MTR or Krafft point; see Chapter 6) 
of the surfactant is above 5°C. Inorganic impurities can alternatively be 
removed as an insoluble residue by recrystallization from dry organic 
solvents (e.g., isopropyl alcohoI55). 

Dodecanol (a reactant used in the formation of SDS) is very difficult 
to remove because it forms a complex with SDS.56- 58 This complex com­
pletely decomposes above 66°C. Even continuous extraction by ethyl ether 
for more than 40 hr using the Soxhlet apparatus does not completely remove 
dodecanol from this complex; an endothermic peak due to the alcohol is 
still observable. Foam fractionation, on the other hand, is very effective 
for removing small amounts of surface-active impurities, including 
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dodecanol. 30,59 Foam fractionation is most effective when the surfactant 
concentration is below the CMC, because above the CMC surface-active 
impurities are solubilized into micelles. Foam fractionation is therefore not 
suitable for purifying large amounts of surfactant, Another effective method 
for removing dodecanol is evacuation under reduced pressure in an inactive 
gas atmosphere above 66°C.56,60 However, this method is slow and permits 
some thermal decomposition of the surfactant, so it should be performed 
as a last step to eliminate a small amount of residual alcohol. 

Another method for removing dodecanol is alternating batch extraction 
and recrystallization from water. The extraction steps should be performed 
for more than 8 hr using a completely dried sample to maximize contact 
between the ether and the surfactant. The ether extractions remove the 
alcohol near the crystal surface, whereas the recrystallization from water 
not only removes inorganic impurities but also dilutes the dodecanol concen­
trated within the crystals. Three iterations of this sequence followed by heat 
treatment is ususally sufficient to eliminate the minimum from the curve of 
surface tension versus concentration. This method is applicable to all ionic 
surfactants. 

The hydrophilic portions of nonionic surfactants usus ally consist of a 
polyoxyethylene group formed by successive addition of ehylene oxide to 
a functional group on the long hydrophobic chain. To purify this type of 
nonionic surfactant, it is necessary to know the size distribution of the 
polyoxyethylene groups. Flory found that these groups display a Poisson 
distribution (see below).61 

Nonionic surfactants of the polyoxyethylene type are typically pro­
duced by reaction of ethylene oxide with an alcohol: 

The molecular size distribution of the polar head depends on the number 
of oxyethylene units that add to the parent alcohol during polymerization. 
The polymerization process should fulfill two conditions: (1) the total 
number Nt of molecules that have propagating functional groups should 
remain constant throughout the reaction, and (2) the chains must be con­
structed by a series of kinetically identical monomer addition reactions. Let 
No, Nt. N 2 • ... be the numbers of species mo. mt. m2 .... in a specified 
reaction volume that has zero. one, two, ... added oxyethylene units. The 
time dependence of No is then expressed by 
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dNo/dt = -/No (2.10) 

where f is some function that depends on the kinetics of the process and 
the manner in which it is carried out. Presumably, J. which includes the 
velocity constant, will be a function of the ethylene oxide concentration, 
but it may also be a funtion of other variables such as time and the number 
of propagating molecules Nt ( = L N;). Likewise, the following equations 
apply to Nt and N;: 

dNt! dt = /No - /Nt (2.11) 

dN;/ dt = /Ni-t - /Ni (2.12) 

On the other hand, the rate of disappearance of ethylene oxide is 

-dm/dt =/Nt (2.13) 

where m is the number of ethylene oxide monomers in the volume. The 
ratio at time t of the number of ethylene oxide monomers consumed to Nt, 
or the average number ." of oxyethylene units per surfactant molecule, is 
given by 

(2.14) 

or 

d." =fdt (2.14') 

Substituting (2.14') into (2.10) and (2.12), we obtain 

dNo = -Nod." (2.15) 

dN; = (Ni - t - N;) d." (2.16) 

Integration of (2.15) yields 

No = Nt exp( -.,,) (2.17) 
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Substituting (2.17) into (2.16) with i = 1 and integrating the resulting 
differential equation, we obtain 

Nt = Nt v exp( -v) (2.18) 

Likewise, 

(2.19) 

Continuation of the process yields 

Nd Nt = Vi exp(-v)/i! (2.20) 

This general expression for the mole fraction of the i-mer in a surfactant 
sample follows the Poisson distribvtion. 

Purification of surfactants from a reaction mixture of this type involves 
either isolating the surfactant with a mono disperse polyoxyethylene group 
or lowering the molecular weight distribution. The by-product polyoxyethyl­
ene glycol can be removed by extraction from the reaction mixture in a 
5 M NaCI solution into ethyl acetate62 or n-butanol,63 and nonionic surfac­
taI?-ts of higher molecular weight can be eliminated by ultrafiltration.64 

Narrowing the molecular weight distribution by molecular distillation is 
feasible only for species of relatively low molecular weight,65-67 because 
long polyoxyethylene chains may decompose under the distillation condi­
tions.64 The alkyl polyoxyethylene mono ethers can be purified by vacuum 
distillation65-67 or chromatographic separation,65,68 provided the number of 
oxyethylene unit is relatively small. These compounds are particularly prone 
to oxidation.65 In principle, nonionic surfactants with different oxyethylene 
units can be separated by chromatography using silicic columns with 
chloroform-acetone eluents mixed in graded ratios.69 However, a wide 
variety of nonionic surfactants with homogeneous polyoxyethylene units 
are available commercially from Nikko Chemicals Inc. (Japan). A series 
of booklets that assemble the publications on these nonionic surfactants 
has been published: the first covers fundamental research, for example on 
physicochemical and surface chemical properties; the second covers applied 
research, for example emulsification, solubilization, dispersion, and wetting; 
and the third coves chemical and biochemical reactions.70 
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Dissolution of Amphiphiles 
in Water 

3.1. Introduction 

3 

Several terms are used to express relative ease of dissolution, such as soluble 
at any proportion, very soluble, soluble, slightly or sparingly soluble, and 
insoluble. Slightly or sparingly soluble materials have aqueous solubilities 
between about 10-2 and 10-6 mol· dm-3; alcohols and carboxylic acids with 
n-alkyl chains from C6 to C14 fall in this category. Surfactants can also be 
classed as barely soluble materials on the basis of their monomeric solubility 
or their concentration below the CMC, as is reasonably expected from the 
alkyl chain length of most surfactant molecules. However slight, aqueous 
soubility clearly indicates the presence of at least one hydrophilic group in 
a molecule. Particularly if this group is ionic, the degree of aqueous solubility 
depends strongly on the conditions of solution such as pH, ionic strength, 
the fraction of organic additives, and the temperature and pressure. Some 
sparingly( soluble materials may be made quite soluble by altering the 
solution conditions, and the state of the dissolved molecules will vary 
accordingly. 

Solubility is governed by the energy difference between the solid or 
liquid and dissolved states of materials, and especially by the stability of 
the solid state. The more stable a material, the smaller (and the more difficult 
to determine) is its solubility. However, the coexistence of a solute phase 
is thermodynamically significant: it reduces the degrees of freedom of the 
system by one. In any case, the differences between the physicochemical 
properties of a solution and those of the pure solvent come about by the 
dissolution of solutes into the solvent. This chapter discusses the process 
of dissolution from a thermodynamic standpoint. 

25 
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3.2. Thermodynamic Parameters of Mixing 

The extensive thermodynamic variables (Y) of systems consisting of 
a single phase are a homogeneous first-degree function in the independent 
variables nt. ... , nc, where nt. ... , nc are the number of moles present in 
the system. This is known as Euler's theorem 1: 

c 

Y(T, P, nt. ... , nc) = ~ nJ'i(T, P, nt. ... , nc) (3.1) 
i=1 

where Yi is an intensive variable defined as 

Yi = (aY/anihp'''j (3.2) 

and constitutes the partial molar quantity of component i. The mean molar 
quantity of the mixture then becomes 

/ 
c c 

Y = Y i~1 ni = i~1 XJ'i (3.3) 

For a two-component system, the partial molar quantities can be evaluated 
graphically from the mean molar quantity (Fig. 3.1). The slope at point 
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Figure 3.1. Graphical method to determine the partial molar quantity from the mean molar 
quantity of a two-component system. 
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(3.4) 

and then, from Eqs. (3.3) and (3.4), the partial molar quantities Yl and Y2 
are given by 

Yl = Y - xiay/aX2h,p 

Y2 = Y + (1- X2)(ay/ax2h,P 

(3.5) 

(3.6) 

Therefore, the two intercepts Yl and Y2 of the tangential line tum out to be 
the partial molar quantities at the composition X2' In addition, the following 
equation is set up among the partial molar quantities at constant temperature 
and pressure: 

(3.7) 

When Yi is a chemical potential (lLi), Eq. (3.7) reduces to the Gibbs-Duhem 
equation: 

L ni dlLi = 0 or L Xi d In ai = 0 (3.8) 
i i 

at constant temperature and pressure, where ai is the activity of com­
ponent i. 

The chemical potential-a partial molar Gibbs free energy of the 
component i in a solution-is expressed in the form 

lLi = IL~( T, P) + RT In ai = IL~( T, P) + RT In Xi'}'i (3.9) 

where IL~( T, P) is the standard chemical potential in a symmetric reference 
system, which corresponds to the molar Gibbs free energy of a pure liquid 
component i at temperature T and pressure P. The thermodynamic concept 
IL~ is very clear-cut for a solvent that is a major component of the solution 
(component 1). However, for solutes that are not necessarily liquid at the 
temperature and pressure specified and that, moreover, are present at low 
concentration, this definition of IL~ is not appropriate. In the case where 
the mole fraction (Xl) of the solvent is very near unity, the solvent becomes 
ideal and satisfies the following expression: 

ILl = IL~ + RTln Xl (3.10) 
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For a two-component system, the chemical potential of a solute (component 
2) at low concentration can be derived from Eqs. (3.8) and (3.10): 

(3.11) 

Integrating (3.11) with respect to X2 yields 

""2 = RT In X2 + const (3.12) 

where const is the integration constant. The value of const has the following 
thermodynamic definition,2 denoted by ,." ~: 

const = lim (""2 - RT In X2) = ,." ~(T, P) (3.13) 
Xl"'· 

The quantity ,." ~ may be hypothetical, but the thermodynamic concept is 
very distinct, as is evidenced by Henry's law on solubility of gases in solution. 
Henry's law will be explained later by the lattice theory of solution.3,4 

A thermodynamic system consisting of a pure component is divariant­
i.e., has two degre.es of freedom-and the partial molar quantity (yf) of the 
component i in a pure system is specified by temperature and pressure. 
Thus, the total extensive thermodynamic parameters before mixing are 
expressed by 

YO( T, P, nl, .. , nc) = I: n..vf( T, P) (3.14) 
i 

The change of the thermodynamic parameters due to mixing then becomes 

yM(T, P, nlo ... ' nc) = Y - yo = I: ni(Yi - yf) (3.15) 
i 

where yM is the function of mixing. 1 Because the dissolution consists of the 
mixing of solvent and solute molecules, it can be handled by this function. 

3.3. Lattice Theory of Solution 

A liquid has a certain amount of short-range order around each 
molecule, when each molecule is taken as the origin for the radial distribu­
tion function of the molecules around it. This claim has been verified for 
liquid argonS and CF3Cl6 on the basis of x-ray diffraction studies. In other 
words, although a liquid does not have the kind of long-range order found 
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in a crystal, each molecule in a liquid is surrounded by the nearest neighbor 
molecules, the average number of which is constant to within a small 
fraction. Therefore, the lattice theory of solution can be expected to be a 
very useful guide to the thermodynamic parameters of mixing of molecules 
in solutions. The problem here is that the number of the nearest neighbors 
and the lattice parameters are average quantities, rather than definite num­
bers as in a crystal. Therefore, the lattice model described below necessarily 
incorporates some assumptions. 

Let us consider a two-component liquid mixture of components A and 
B, where NA and NB are the respective numbers of molecules, Z is the 
number of nearest neighbors, and E AB is the pair-interaction energy between 
A and B molecules. Then, the number of pairs is 

(3.16) 

(3.17) 

In order to obtain the total lattice energy -X ANA due to the pair interactions, 
the following relations are assumed for the pure liquid A: 

(3.18) 

(3.19) 

where (3.19) comes from the relation NAA = ZNAJ2. Likewise, 

EBB = -2XB/Z (3.20) 

The interchange energy w that is brought about by exchanging one molecule 
of A in pure liquid A for one molecule of B in pure liquid B arises from 
the breaking of two Z pairs A-A and B-B and formation of two Z pairs 
of A-B: 

(3.21) 

The canonical ensemble partition function then becomes 

Q=qfAq~B I g(NA,NB,NAB)exp(-E/kT) (3.22) 
NAB 

where the total lattice energy is given by 

(3.23) 
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and q is a partition function from the internal degrees of freedom. Introduc­
ing Eqs. (3.16). (3.17). and (3.23) into Eq. (3.22). we obtain 

Q = {qA exp(x,J kT)}NA{qB exp(XBI kT)}NB 

x I: g(NA• NB• NAB) exp( -WNABI kT) (3.24) 
NAB 

The Helmholtz free energy A then becomes 

A = - NAkT In qA - NAXA - NBkT In qB - NBXB 

-kTln{ I: g(NA.NB.NAB)eXP(-WNABlkT)} (3.25) 
NAB 

The molecules are assumed to be distributed among lattice sites in a 
completely random fashion in spite of nonzero molecular interaction (zeroth 
approximation). Hence. NAB is given by 

(3.26) 

which corresponds to ideal mixing and. moreover. to the ideal lattice 
statistics given by 

I: g = (NA + NB)!f(NA!NBt) (3.27) 
NAB 

That· is. the configurational free energy becomes independent of the lattice 
energy. Finally. Eq. (3.25) becomes 

A = NAJI-'f,;m+ NBJL~+ kT[NAln{N,J(NA + NB)} 

+ NB In{NB/(NA + NB)}] 

+ wZNANB/(NA + N B) 

where the molecular standard chemical potential JL'f,;m and JL~m are 

(3.28) 
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Then we have the molar chemical potentials in the form 

ILA = N(iJA/iJNAh.v = IL~ + RTln XA + NZc.1xi 

ILB = N(iJA/iJNBh,v = IL~ + RT In XB + NZc.1xi 
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(3.31) 

(3.32) 

where N is Avogadro's number. According to the definition of the standard 
chemical potential (3.13), IL ~ becomes 

IL ~ = lim (J.i~ + NZc.1x~) = IL~ + NZc.1 (3.33) 
xl~l 

This is the standard chemical potential in the asymmetric reference system. 
It clearly indicates that the standard chemical potential at infinite dilution 
is the sum of the partial free energy of a pure liquid at the specified 
temperature and pressure plus the interchange energy. The activity 
coefficients, 'Yl and 'Y2, are, therefore, given from Eqs. (3.9),(3.31), and 
(3.32) in the forms: 

RTln 'Yl = NZc.1x~ 
RT In 'Y2 = NZc.1x~ 

(3.34) 

(3.35) 

In addition, the mean molar functions of mixing yM = yM l"L j nj are derived 
from the above thermodynamic relations: 

gM = "L xj(RT In Xj'Y;) 
j 

(Gibbs free energy) 

(enthalpy) 

SM = - "L xj{R In Xj'Yi + RT(iJ In 'Y;/iJT)p} 
i 

vM = L xjRT(iJ In 'Y;/ iJPh (volume) 
j 

(3.36) 

(3.37) 

(entropy) (3.38) 

(3.39) 

The lattice theory of solution is derived from several idealized assumptions. 
The assumptions that components A and B are the same size and have the 
same number of nearest neighbors, for example, are not applicable to real 
solutions. The regular solution concepe of Hildebrand is more versatile: it 
takes into account a mixture of molecules of different sizes, where the 
principal idea is an ideal entropy of mixing at constant volume irrespective 
of heat. The activity coefficients in the form of (3.9) due to interaction 
between components A and B in a liquid mixture are derived by the following 
equations when the mixing term is expressed as a volume fraction: 

(3.40) 
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(3.41) 

where c/JA and c/JB are the volume fractions of A and B, respectively: 

and liA and liB are the solubility parameters, defined as 

(3.42) 

(3.43) 

(3.44) 

(3.45) 

where E~ is the molar energy of evaporation of component A and VA is its 
molar volume. The nonideality caused by interactions between A and B is 
included in the term (liA - liB)2. Furthermore, Ben_NaimS-lO derived the 
chemical potential of component A in a mixed solution of A and B by 
statistical mechanics, in the form 

(3.46) 

where W(AIA + B; XA) is the coupling work of a molecule of A to the rest 
of the system composed of A and B with composition XA; PA is the number 
density of A; AA is the momentum partition function of A; and qA is the 
internal partition function. Equation (3.46) is rewritten as 

(3.47) 

where p.'l'P is the generalized standard chemical potential: 

(3.48) 

This is the standard chemical potential to be used in constructing the free 
energy of transfer of A from one phase to the other. If concentration is 
expressed as the mole fraction, then 

(3.49) 

for a dilute solution of A, where the standard chemical potential is 

(3.50) 
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According to the above three theories, the chemical potentials of a 
solute are composed of an 'intrinsic free energy of a pure component, an 
interaction energy between solute and solvent, and a concentration term. 
The quantities measured experimentally do not represent the chemcal poten­
tials of the solute but rather their differences, and depend strongly on the 
interaction with solvent. The following section discusses how the solubility 
is determined. 

3.4. Solubility 

Let us extend the discussion on liquid-liquid mixtures to the solubility 
of a solid (component 2) in a solvent (component 1). The latter discussion 
is a special case of the former, but they differ in that a solid in equilibrium 
with a solution has very low energy compared with the liquid. Therefore, 
to apply the above discussion, we assume a supercooled liquid with a 
chemical potential far above that of a solid at the same temperature (Fig. 
3.2). It is now possible to discuss the solubility of a solid using the mean 

supercooled liquid,,; J.l~.o 

I I 

o X2 X2 1 
Mole Fraction of Component 2 

Figure 3.2. Change of mean molar free energy with composition of the solvent (1) and a 
supercooled liquid of the solute (2). 
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molar free energy curve of a two-component mixture. Because the value at 
an intercept p.~ of the tangential line of the curve with the ordinate at X2 = 1 
is the chemical potential or the partial molar free energy of a solute (see 
Fig. 3.1), the composition X2 of the curve that t:epresents equilibrium with 
the solid is the one whose tangential line reaches the free energy of a solid. 
In the composition range 0 s x S X2, the solid dissolves completely. For a 
more stable solid, the free energy of the supercooled liquid increases and 
the composition X2 in equilibrium with the solid becomes less, resulting in 
a lower solutibility. Conversely, for a less stable solid the free. energy of 
the supercooled liquid becomes lower, and if the interaction between solute 
and solvent is enhanced, the mean molar free energy curve becomes deeper. 
Both changes lead to a larger equilibrium composition X2 and thus to a 
higher solubility of the solute. In general, therefore, a solute with a greater 
heat of fusion is less soluble, and a solute with a more exothermic heat of 
dissolution is more soluble. 

When an excess solute phase(s) is a single component and is in 
equilibrium with a solution phase (component 1), the chemical potentials 
of the solute (component 2) are equal in both phases: 

p.~O( T, P) = p.~( T, P, x) (3.51) 

where the chemical potential Jl.~ of the solute phase is a function of T and 
P, and the chemical potential in a solution phase is a function of T, P, and 
the composition X2 on the other hand. For an infinitesimal change of T 
along the solubility curve at constant pressure, we have the following 
equality from the differential change dp.~ = dp.~: 

(3.52) 

Equation (3.51) is rewritten as 

h~ - Ts~ = h~ - Ts~ (3.53) 

From Eqs. (3.52) and (3.53), there results 

(3.54) 

where I1h2 = h~ - h;. Introducing (3.9) into (3.54), we obtain 

(3.55) 
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The heat of mixing for two components 1 and 2 is rewritten from (3.15) in 
the form 

(3.56) 

which is directly related to the integral heat of solution HM / n2 of component 
2. The differential heat of solution I1h so1 with respect to solute component 
2, on the otherhand, is defined as 

(3.57) 

because hi and h2 are a zeroth order homogeneous function of nl and n2 
(Euler's theorem). Differentiation of (3.56) with respect to solvent com­
ponent 1 leads to the differential heat of dilution I1hdil• It turns out from 
(3.55) and (3.57) that the differential heat of solution can be evaluated from 
the change in solubHity with temperature when the composition dependence 
of the activity coefficient is small. 

3.5. Solubility of Weak Acids and Dissociation Constant 

The aqueous solubility of most ionic surfactants depends on two 
intensive parameters, or on temperature at atmospheric pressure (see Chap­
ter 6 for a detailed discussion). However, the total solubility of a sparingly 
soluble organic acid is more sensitive to pH than to temperature. This is 
because undissociated monomeric acids are in equilibrium with the dissoci­
ated forms, and the concentration ratio of dissociated to undissociated acid 
depends strongly on the solution pH. This pH dependence is represented 
by the dissociation or acidity constant. 

When an excess solid or liquid phase of a monobasic acid (SH) coexists 
with an aqueous phase, the total solubility Ch which is the sum of the 
concentration Cs- of dissociated acid and the concentration CSH of undis­
sociated acid, depends upon the solution pH and can be expressed as 

(3.58) 

and the acidity constant Ka is given by 

(3.59) 
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where the activity of the nonionic species is assumed to be equal to its 
concentration because its concentration is extremely low. ll•t2 Because both 
CSH and 'Y.- (an activity coefficient ofS-) remain almost constant at constant 
temperature and pressure, this equality predicts a linear relationship between 
Ct and 1/ aH+ (Fig. 3.3). Dividing the slope by the intercept ofthe line gives 
the value of kJ'Y.-. For a dibasic acid (SH2), on the other hand, the total 
analytic concentration of the acid Ct is 

Ct = CSH2 + CSH + Cs 

= CsH2{1 + (Kati'YSH)(1/aH+) + (KatKa2/'Ys)(1/aH+)2} (3.60) 

When the ionic strength of the solution is kept constant, or when the total 
concentration is low, every parameter except aH+ of the right-hand side of 
(3.60) remains constant, and Ct changes with a second-power curve of 
1/ aH+. If Kat and Ka2 differ greatly, (3.60) can be divided into two parts, 
one for pH < pkat' and the other for pkat « pH < pKa2 . In the first region, 
a dibasic acid can be treated just like a monobasic acid (Fig. 3.4). The 
problem, however, is to evaluate Kat and Ka2 when Kat is close to Ka2 . 
From (3.60), the values of Kat and Ka2 can be obtained from the three 
coefficients of the graph A + B(1/aH+) + C(1/aH+)2 as 
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Figure 3.3. Plots of total solubility against 11 aH +: (A) I-naphthoic acid; (B) 2-naphtholY 
(Reproduced with permission of Elsevier Science Publishers.) 
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Figure 3.4. Plots of total solubility of diphenic acid against 1/ aH +12: (e) pH« pKa1 ; (0) 
pH < 5.5. (Reproduced with pennission of Elsevier Science Publishers.) 

Thus, both precise determination of the total concentration of the acid Ct 

in aqueous phases of different pH and successive measurement of three 
coefficients are necessary in order to estimate Kat and K a2 • The activity 
coefficients 'YSH and 'Ys can be estimated by the Debye-Hiickel approxima­
tion. The key point of the solubility method is that the concentration of 
undissociated SHn in the aqueous phase remains constant at constant 
temperature and pressure, regardless of the introduction of any other 
chemical species into the aqueous phase, so long as the total ionic strength 
is kept constant and low. This is the case because SHn in the aqueous phase 
is in equilibrium with solid SHn, i.e., the chemical potential of SHn is kept 
constant at constant temperature and pressure. 

We now consider the aqueous solubility and aggregation of sparingly 
soluble organic acids that are hydrophobic enough to form aggregates when 
the concentration of dissociated acid is increased by raising the pH (Fig. 
3.5). The total equivalent concentration of monobasic acid departs from 
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Figure 3.5. Total solubility change with pH for monobasic acid with long alkyl chains. 

the straight line when aggregation begins. If we take the following stepwise 
associations for the dissociated acids (S) and counterions (G): 

(3.62) 

then the total equivalent concentration of the dissociated acids Ce is 
expressed as 

Ce = Cs + L iKjC!Cd (3.63) 
j 
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and the total molar concentration Ct is given by 

Ct = C. + 1: KiC~CG' (3.64) 
i 

The concentration of undissociated monomeric acid is usually so small that 
it is neglected here. The mean aggregation number n of aggregates between 
the concentration C. at which aggregation commences and the concentration 
Ce then becomes 

(3.65) 

The numerator of (3.65), which is an equivalent concentration used for 
aggregates, is easily determined from an extension line of the solubility 
curve. The problem is to obtain the total molar concentration-the 
denominator of (3.65)-from the solubility curve. Differentiation of (3.64) 
with respect to Cs gives 

dCt/dCs = 1 + 1: iKiC~-ICGi 
i 

(3.66) 

where it is assumed that the counterion concentration is kept constant by 
the manipulated preparation of a buffered aqueous solution. Now the total 
molar concentration is calculated by the integration of (3.66) with respect 
to Cs : 

(3.67) 

The integrand is also evaluated at each monomer concentration from the 
solubility curve; after which the integration can be performed by a graphical 
method. This method is very useful for aggregates where the aggregation 
number is relatively small and increases with total equivalent concentration, 
for example, bile salts and dyes. 13,14 The case in which the counterions are 
not taken into account has already been discussed by Rossotti and Rossotti, IS 

Mukerjee and Ghosh,13,14,16,17 Petersen;8 and French and Stokes!9 
The solubility of conventional ionic surfactants has been under study 

for a long time and has been extensively described, as is discussed in more 
detail in Chapter 6. The reports that most strongly influenced succeeding 
work were those of Murray and Hartley20 and McBain and Sierichs.21 
Recently, the solubility of surfactants in the presence of another counterion 
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has come under study from the standpoints of the precipitation 
boundary22-26 and phase change.27 
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4 
Micelle Formation 

4.1. Introduction 

One of the most characteristic properties of amphiphilic molecules is their 
capacity to aggregate in solutions. The aggregation process depends, of 
course, on the amphiphilic species and the condition ofthe system in which 
they are dissolved. The abrupt change in many physicochemical properties 
seen in aqueous solutions of amphiphilic molecules or surfactants with long 
hydrophobic chains when a specific concentration is exceeded is attributed 
to the formation of oriented colloidal aggregates. The narrow concentration 
range over which these changes occur has been called the critical micelle 
concentration (CMC),t-3 and the molecular aggregates that form above the 
CMC area are known as micelles. The difference between micellar colloids 
and other colloids is that micellar colloids are in dynamic equilibrium with 
monomers in the solution (see Section 4.7). 

Micellar colloids represent dynamic association-dissociation equili­
bria. However, the theoretical treatment of micelles depends on whether 
the micelle is regarded as a chemical species or as a separate phase. The 
mass action mode~ which has been used ever since the discovery of micelles, 
takes the former point ofview,4-9 whereas the phase separation model regards 
micelles as a separate phase.10-14 To apply the mass action model strictly, 
one must know every association constant over the whole stepwise associ­
ation from monomer to micelle, a requirement almost impossible to meet 
experimentally. Therefore, this model has the disadvantage that either 
monodispersity of the micelle aggregation number must be employed or 
numerical values of each association constant have to be assumed.15-20 The 
phase separation model, on the other hand, is based on the assumption 
that the activitylO.21-26 of a surfactant molecule and/ or the surface 
tension13.27-29 of a surfactant solution remain constant above the CMC. In 

41 
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reality, neither quantity remains constant,8,30,31 so this model is also not 
strictly correct. Another new approach (discussed in more detail in Chapter 
5) rests on the application of the thermodynamics of small systems32 to 
micellar systems. In any case, over the past decade the nature of ionic 
micelles has beeb made clearer from studies of the activity of both surfactant 
ions23-26,33,34 and counterions,22,23,25,26,33,35 owing to development of new 
electrochemical techniques. 

The variety of the theories on micelle formation results from the versatile 
properties of micelles, Thus, although a micelle may not have such a large 
aggregation number that it can be regarded as a phase in the usual sense, 
it still will have properties similar to those of a phase. At the same time, 
each micelle contains too many aggregated monomer molecules to be 
regarded as a chemical species, even a bulky chemical species. 

In this respect, it is very instructive to consider the micellar solution 
system from the viewpoint of the phase rule. Figure 4.1 illustrates the 
changes in solubility and CMC of sodium tetradecyl sulfonate with tem­
perature. If the micelle is regarded as a phase, three phases (intermicellar 
bulk phase, surfactant solid phase, and micellar phase) coexist along the 
solubility curve above Tko and Gibbs's phase rule f = C - P + 2 (where f, 
C, and P are the number of degrees of freedom, component, and phase, 
respectively) gives only one degree of freedom, since the number of com-
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Figure 4.1. Changes of solubility (a) and CMC (b) with temperature for sodium tetradecyl 
sulfonate.36 Tk = Krafft point. (Reproduced with permission of Academic Press.) 
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ponents is two (solvent water and surfactant). In other words, according 
to this model the solubility cannot change with temperature at constant 
pressure, because the solubility is automatically determined only by the 
pressure. On the other hand, if the mass action model is applied to a micelle 
formation, the solubility problem can be solved in a way consistent with 
the phase rule (see Chapter 6).36 In addition, increase in the solubility 
observed above the point of micellization can be elucidated by the following 
semiquantitative discussion. Let us consider a simple association equili­
brium between surfactant monomers (S) and micelles (Mn) of aggregation 
number n: 

(4.1) 

The micellization constant Kn is therefore written as 

(4.2) 

The equivalent concentration of surfactant (e,) used for micelles then 
becomes: 

(4.3) 

The ratio of the equivalent concentration at T to that at Tk is 

where the Kn value is assumed constant because of the very small tem­
perature range. The heat of dissolution obtained from the solubility change 
with temperature is about 100 kJ· mol-1 for many ionic surfactants,37-39 so 
the solubility change with temperature may be expressed roughly as: 

[S(Tk + aT)]/[S(Tk)] = 1 + 0.13 x aT (4.5) 

For aT = 0.2°C, the above ratios become 2.8 and 13.8 for n = 50 and 
n = 100, respectively. 

It is evident that a small temperature increase brings about a large 
increase in solubility, and that the micelle aggregation number n has a very 
strong influence (Fig. 4.2). As is clear from the above discussion, the abrupt 
increase in the total solubility above Tk is due not to an increase in the 
solubility of the monomeric surfactant but rather to an increasing number 
of micelles. In addition, the treatment of micelles as a separate phase has 
turned out to be incorrect, whereas the mass action model is consistent not 
only with the phase rule but also with the solubility increase. 
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Figure 4.2. Solubility increase above the micelle temperature range depending on the aggrega­
tion number of micelle (n). (a) n = 25; (b) n = 50; (c) n = 100; (d) n = 150; (e) n = 200. 
(Reproduced with permission of Academic Press.) 

4.2. Shape and Structure of Micelles 

Ever since McBain proposed the presence of molecular aggregates in 
soap solutions on the basis of the unusual changes in electrical conductivity 
observed with changing soap concentration,40 the structure of micellar 
aggregates has been a matter of discussion. Hartley proposed that micelles 
are spherical with the charged groups situated at the micellar surface,41 
whereas McBain suggested that lamellar and spherical forms coexist.42 X-ray 
studies by Harkins et al.43 then suggested the sandwich or lamellar model. 
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Later, Debye and Anacker proposed that micelles are rod-shaped rather 
than spherical or disklike.44 The cross section of such a rod would be 
circular, with the polar heads of the detergent lying on the periphery and 
the hydrocarbon tails filling the interior. The ends of the rod would almost 
certainly have to be rounded and polar. In 1956, Hartley's spherical micelle 
model was established by Reich45 from the viewpoint of entropy, and the 
spherical form is now generally accepted as approximating the actual 
structure (Fig. 4.3). 

The formation of micelles by ionic surfactants is ascribed to a balance 
between hydrocarbon chain attraction and ionic repulsion. The net charge 
of micelles is less than the degree of micellar aggregation, indicating that 
a large fraction of counterions remains associated with the micelle; these 
counterions form the Stern layer at the micellar surface. For nonionic 
surfactants, however, the hydrocarbon chain attraction is opposed by the 
requirements of hydrophilic groups for hydration and space. Therefore, the 
micellar structure is determined by an equilibrium between the repulsive 
forces among hydrophilic groups and the short-range attractive forces 
among hydrophobic groups. In other words, the chemical structure of a 
given surfactant determines the size and shape of its micelles. 

The nature of micelles has been greatly clarified owing to recent progress 
in such research techniques as NMR, ESR, neutron· scattering, and quasi­
elastic light scattering. Neutron small-angle scattering experiments on 
sodium dodecyl sulfate and other ionic micelles support the basic Hartley 
model of a spherical micelle.46- 48 However, as the ion concentration is 
increased, the shape of ionic micelles changes in the sequence spherical­
cylindrical-hexagonal-lamellar (Fig. 4.4}.49-52 For nonionic micelles, on the 
other hand, the shape seems to change from spherical directly to lamellar 
with increasing concentration.53•54 

• 
• lamellar 

(McBain) 

01) 
rod-like 
(Debye) 

.~ 
~. 

• 
spherical 
(Hartley) 

Figure 4.3. Proposed shape and structure of the micelle. 
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spherical cylindrical 

lamellar 

Figure 4.4. Changes in micelle shape and structure with changing surfactant concentration. 

Micelles of ionic surfactants are aggregates composed of a compressive 
core surrounded by a less compressive surface structure,55 and with a rather 
fluid environment (of viscosity 8-17 cP for solubilized nitrobenzene in SOS 
and cetyltrimethylammonium bromide micelles).56 Copper ions attached to 
micelles have essentially the same hydration shell near the micellar surface 
as in the bulk phase, and do not penetrate into the nonpolar part of the 
micelle.57 In addition, it is known that the volume change caused by binding 
of divalent metal ions to micelles is very small. 58 The rate of rotation of 
the hydrated Na+ ion at the micellar surface is unlikely to change by more 
than 35% upon adsorption from the bulk to the Stern layer of SOS 
micelles. 59 

In order to explain the relatively low degree of micelle ionization, 
Stigter and Mysels suggested that the micellar surface is rough,60 and Stigter 
placed the hydrocarbon core-water interface at 0.4 to 1.2 A from the center 
of the a-carbon atoms of ionic surfactants.61 Furthermore, on the basis of 
NMR studies it has been proposed that the hydrocarbon tails do not 
penetrate into water across the micellar interface and that the first segments 
of the chains are nearly trans whereas the end segments have a conformation 
similar to that of a liquid hydrocarbon.62 In other words, the penetration 
of water into the hydrocarbon micellar core must be very small, certainly 
less than one water molecule per surfactant molecule.48 The micellar hydro­
carbon core is virtually devoid of internal water, but NMR data suggest 
that substantial water/hydrocarbon contact occurs at the core interface.63 
Water/hydrocarbon contact is therefore limited to the micellar core surface. 
The water activity at the Stern layer of ionic micelles is not much less than 
in bulk water.64 The rate of water reorientation at the ionic micellar surface 
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is typically two to three times slower than in pure water, and the average 
lifetime of water molecules associated with micelles is between 6 and 37 ns.6S 

For nonionic surfactants, the number of hydrating water molecules per 
oxyethylene unit was found to be three to five by gel filtration chromatogra­
phy.66 In apolar media, on the other hand, the micellar structures of nonionic 
surfactants are small cylindrical aggregates, and water molecules appear to 
be entrapped on the oxyethylene sites.67 

4.3. Critical Micelle Concentration 

As mentioned in Section 4.1, the narrow concentration range over 
which surfactant solutions show an abrupt change in physicochemical 
properties is called the critical concentration for the formation of micelles 
or critical micelle concentration. A variety of methods have been used to 
determine the CMC with or without additives in surfactant solutions.2,27 
Moreover, several definitions of CMC have been proposed. According to 
Corrin, the CMC is the total surfactant concentration at whi~h a small and 
constant number of surfactant molecules are in aggregated form. S The 
number of aggregated surfactants at the CMC for a homologous series of 
surfactants is thus independent of hydrocarbon chain length. According to 
William et a~ 68 the CMC is the concentration of surfactant solute at which 
the concentration of micelles would become zero if the micellar concentra­
tion continued to change at the same rate as it does at a slightly higher 
concentration of the solute. By this definition, the CMC is the concentration 
at which the two straight lines of solution properties below and above the 
CMC intersect each other. In 1955, taking the abrupt change of solution 
properties into consideration, Phillips defined the CMC as the concentration 
corresponding to the maximum change in a gradient in the solution property 
versus concentration (q,-C,) curve6: 

(4.6) 

where 

q, = a[S] + P[M] (4.7) 

a and P are proportionality constants, and [S] and [M] are the concentra­
tions of the monomeric surfactant and micelle, respectively. Another 
definition, similar to that of Phillips, places the CMC at the point where 
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where X2 and Xm represent the mole fractions of nonmicellar and micellar 
surfactants, respectively, and;; is the mean aggregation number of micelles. 69 

This idea is easy to understand from the fact that the slope is 1 below the 
CMC and nearly zero above it. Finally, Israelachvili et aL defined the CMC 
as the concentration at which the analytical surfactant concentration in 
micelles equals the monomer concentration in bulk.70 Of the above 
definitions, the one proposed by Phillips has been used most often.71 Figure 
4.5 illustrates the determination of the CMC from the electrical conductivity 
change with surfactant concentration. 

Let us discuss the Phillips definition in more detaif2 because it is now 
in widespread use and seems to be the best for a number of reasons. Equation 
(4.6) is acceptable, but the property of a solution cannot be expressed as 
simply as by Eq. (4.7). Suppose that a surfactant molecule GJlgSJI. is 
composed of JIg counterions Gwith charge Zg, and JI. surfactant ions S with 

Concentration 

Figure 4.5. Schematic illustration of CMC determination according to the definition of Phillips. 
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charge ZS' To satisfy the condition of electrical neutrality, 

(4.9) 

As is well known, micelles are not mono disperse but polydisperse, and 
the following equilibria between counterions and surfactant ions can be 
given for micellization: 

K; 

miG+niS ~ Mi 

Also, the electroneutrality of a solution holds: 

Zg[G] + zs[S] + L (Zgmi + zsni)[Mi] = 0 
i 

(4.10) 

(4.11) 

where [G], [S], and [M;] are the concentrations of counterions, surfactant 
ions, an micelles of aggregation number nj, respectively. From (4.10), the 
micellization constant is written as 

(4.12) 

It is enlightening to examine the number of degree of freedom using 
Gibbs's phase rule (f = C - P + 2 - r) for the following discussion. The 
total number of components (C) is i + 3 (solvent, G, S, MJo ... , M;), the 
number of phases (P) is one (surfactant solution), and the number of 
equilibrium equations (r) is i + 1 [Eqs. (4.11) and (4.12)]. Therefore, the 
number of degrees of freedom is three, and the total surfactant concentration 
Ct determines the concentrations of every chemical species at constant 
temperature and pressure. The mass balances for counterions and surfactant 
ions, respectively, are expressed as 

lIgCt = [G] + L mi[M;] (4.13) 
i 

lIsCt = [S] + L ni[M;] (4.14) 
i 

By analogy with (4.7), the solution property (cp) becomes a composite 
of the contributions from every chemical species: 

cp = al[S] + a2[G] + L f3i[M;] (4.15) 
i 
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where ai, a2, and fJ; are the contribution factors of each chemical species. 
The magnitude of these properties depends on the solution properties used 
in determining the CMC. The solvent contribution is omitted here, since 
the surfactant concentration is relatively small and the solution property 
without a solvent contribution is usually employed. 

With the help of (4.12), Eqs. (4.14) and (4.15) can be rewritten in terms 
of the concentrations of the monomeric surfactant ion and counterion: 

"sCt = [S] + L n;K;[G]m,[s]n, 
; 

,p = al[S] + a2[G] + L fJ;K;[G]m,[s]n, 
; 

(4.16) 

(4.17) 

From (4.12)-(4.14) and (4.16), Ct and ,p tum out to be functions of the 
common variables [S] or [G]. The derivative of ,p with respect to Ct can 
be calculated through a common variable [S], and the CMC (Ct ) can then 
be automatically determined from this [S] value. 

It must be stressed that the CMC value obtained from (4.6) is a function 
of the contribution factors alo a2, and fJ;. In other words, the CMC depends 
on the solution properties employed in the determination and therefore 
differs with the method used. For this reason, measured CMC values define 
a narrow concentration range. The CMC values obtained from the solution 
properties mainly due to a monomeric surfactant contribution are found to 
be less than those due to a surfactant micelle contribution,l-3 as can be seen 
in Fig. 4.6. In this case, random errors are taken into account for the CMC 
determination methods. For example, the CMC value obtained from surface 
tension measurements is less than that obtained from turbidity.73 In the 
literature, however, CMCs have often been presented as definite concentra­
tions,74,75 especially since the appearance of a separation model for micelliz­
ation.13 

4.3.1. Monodisperse Micelles of Nonionic Surfactants 

The simplest type of micelle is the monodisperse micelle of a nonionic 
surfactant for which Vg = 0, Zs = 0, and n; = n. In this case, Eqs. (4.16) and 
(4.17) become, respectively, 

(4.18) 

and 

(4.19) 
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cmc/IO-3 mol dm-3 
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h I 

, , , , 
Figure 4.6. Variation of the sodium dodecyl sulfate CMC at temperatures between 20 and 
30·C as obtained by various experimental methods.3 a, specific conductivity; b, equivalent 
conductivity; c, other conductance; d, surface tension versus logarithm of concentration; e, 
other relationships between surface tension and concentration; f, absorbance; g, solubilization; 
h, light scattering; i, other methods such as refractive index, emf, vapor pressure, sound 
velocity, and viscosity. 

The third derivative of <fJ with respect to Ct becomes 

d3<fJ/dC: = (fJ - an)n(n -1)Kn[s]n-3 x {(n - 2)(1 + n2Kn[s]n-l) 

- 3n2(n -1)Kn [S]"-l}/(l + n2K n [S]"-1)S (4.20) 

The solution of d3<fJ/dC: = 0 gives 

(4.21) 
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and 

The two important implications of these equations are that (1) the CMC 
(Ct ) does not depend on the contribution factors, and (2) the micellization 
constant Kn can be estimated in terms of the values of the CMC and the 
aggregation number of the micelles. The former clear-cut arises from the 
monodispersity of micelles, and the CMC becomes independent of the 
method used for CMC determination. 

Table 4.1 gives many Kn values evaluated using Eq. (4.22) for nonionic 
surfactants of the oxyethylene type whose CMC and aggregation number 
are known.76- 79 The Kn values increase with increasing aggregation number. 
From (4.21) and (4.22), the fraction of monomeric surfactants versus the 
total surfactant concentration at the CMC becomes 

[S]I Ct = 1 - (n - 2)/(2n2 - 2) (4.23) 

Figure 4.7 shows this fraction plotted against n. The monomeric fraction is 

Table 4.1. Micellization Constant (Kn) of Nonionic Surfactants of Oxyethylene 
Type Based on Monodisperse Micellea 

CMC 
Oxyethylene 

Lipophile unit ~mol·dm-3 n log 1(" 

I-Dodecanol 8 110 123 478 
12 93 81 318 
18 83 51 200 
23 91 40 154 

Nonylphenol 15 110 80 309 
20 140 62 231 
30 185 44 157 
50 280 20 65 

1-Tridecanol 10 125 88 335 
25 250 38 138 
22 196 28 97 

• Reproduced with permission of the Chemical Society of Japan.72 
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Figure 4.7. Monomer fraction at CMC with aggregation number of monodisperse micelle of 
nonionic surfactant. 

found to be more than 99% at the CMC for common nonionic surfactant 
micelles with aggregation numbers larger than 50. Desnoyers et al. reached 
a different expression from a similar standpoint.so 

4.3.2. Monodisperse Micelles of Ionic Surfactants 

Let us now consider the monodisperse micelles of an ionic surfactant. 
From the electroneutrality of a solution as given by (4.11), the micelle 
concentration [Mnl becomes 

(4.24) 

where 

(4.25) 

and 

(4.26) 

The equations corresponding to (4.16) and (4.17) then become, respectively, 

"sCt = (1 - nx)[S] - ny[G] (4.27) 
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and 

cfJ = (at - /3X)[S] + (a2 - /3y)[G] (4.28) 

The third derivative of cfJ with Ct can likewise be obtained as 

x {G"'(l- nx - nyG') 

+ 3nyG,,2}/(1 - nx - nyG')S (4.29) 

where G', G", and G'" are, respectively, the first, second, and third derivatives 
of [G] with respect to [S]. The solution then becomes 

G"'(l- nx - nyG') + 3nyG,,2 = 0 (4.30) 

In this case, too, the monomer concentration at the CMC does not include 
any contribution factor at all. 

It is evident that, in theory, the CMC does not depend on the method 
of CMC determination, regardless of whether ionic or nonionic micelles 
are involved, provided the micelles are monodisperse. From the experi­
mental standpoint, however, there must be random errors for the CMC 
values. In other words, the CMC values coincide with one another, indepen­
dent of the CMC determination method, whether the solution property on 
which it is based is due to the surfactant monomer or to the micelle. In 
reality, however, measured CMC values fall in a narrow concentration 
range.2 This empirical finding indicates that the micelles formed in a surfac­
tant solution are polydisperse, not monodisperse. 

4.3.3. Polydisperse Micelles of Nonionic Surfactants 

Let us take the simplest example in which micelles with two kinds of 
aggregation numbers (nt and n2) are formed in a solution. In this case, 
(4.16) and (4.17) become, respectively, 

(4.31) 

and 

(4.32) 
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Thus, from (4.31) and (4.32), 

(4.33) 

N = (fJI - alnl)nl(nl -1)K1[s]n,-3 

x {nl - 2 + n~(1 - 2nl)K1[s]n,-1 + n~(1 + nl - 3n2)K2[s]n2-1} 

+ (fJ2 - aln2)nin2 -1)K2[s]n2-3 

x {n2 - 2 + n~(1 - 3nl + n2)K1[s]n,-1 + n~(1 - 2n2)K2[SP-I} 

+ n1n2(nl - n2)(fJln2 - fJ2nl)K1K 2[s]n,+n2-4 

x {nl + n2 - 3 + n~( -2nl + n2)K1[s]n,-1 

(4.34) 

It turns out from (4.34) that the monomer concentration [S] satisfying 
d3l/JjdC: = 0 depends on the contribution factors a lt fJlt and fJ2' That is, 
the CMC value obtained from the monomer concentration depends on the 
method ofCMC determination. Thus, the difference in CMC values resulting 
from the method used is a systematic difference (by analogy with the 
difference between systematic errors and random errors). The micelle aggre­
gation number in a real system is much more disperse than in the present 
case.16-20,81,82 Therefore, in reality, the CMC obtained does depend on the 
method used for its determination, and the CMC value should be defined 
as a narrow concentration range even though each method yields a single 
CMC value. 

As for the phase rule on a solubility curve, because an excess surfactant 
phase coexists in the system the number of phases is two. Thus, the number 
of degrees of freedom is two, as is clear from the above discussion, and 
therefore, the temperature determines the concentration of every chemical 
species at a specified pressure. This conclusion is in total agreement with 
the observation that the solubility is determined only by the temperature 
at atmospheric pressure. A CMC value should be a specific property for 
each surfactant. Methods that use a third component as an indicator are 
therefore not recommended, because addition of the third component may 
alter the structure and the stability of micelles in an unexpected way. In 
the case of surfactants for which the CMC cannot be determined without 
an indicator, it must be obtained by extrapolating the indicator concentration 
to zero. 
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4.4. Thermodynamics of Micelle Formation 

The mass-action model should be verified before we discuss micelle 
thermodynamics. Recent progress in electrochemical techniques makes it 
possible to measure monomeric concentrations of surfactant ions and 
counterions, and determination of the micellization constant has become 
possible. The first equality of (4.24) has three parameters to be determined­
K n , n, and m, which are the most important factors for the mass-action 
model of micelle formation. For monodisperse micelles, the following 
equations result from (4.13) and (4.l4), respectively: 

or 

[Mn] = (pgCt - [G])/m 

[Mn] = (psCt - [S])/n 

From the logarithm of the first equality of (4.24), one obtains 

(4.35) 

(4.36) 

(4.37) 

log [S] = -(min) log[G] - (l/n) log Kn + (l/n) log [Mn] (4.38) 

The value of m/ n is evaluated from a slope of the relation obtained by 
plotting log [S] against log [G] above the CMC, because log[Mn] is 
negligibly small compared to log Kn. The value of m/ n is also obtained 
from Eq. (4.37) if[S] and [G] are available for each surfactant concentration. 
Equation (4.38) is rewritten with (4.35) and (4.36) as 

log[S] = -(min) log{[pg - (m/n}ps]Ct + (m/n}[S]) 

- (l/n) log Kn + (l/n) log[(psCt - [S])/n] (4.39) 

The three micellization parameters can be evaluated from three bulk con­
centrations of S at different surfactant concentrations. 

If reference data on SDS23 are used to evaluate m/ n (Fig. 4.8), the 
three micellization parameters are log Kn = 230, n = 64, and m = 46.7 in 
units of molar concentration.83 On the other hand, the bulk concentrations 
[S] and [G] can be evaluated using (4.39) at a given surfactant concentration 
(Fig. 4.9). The above numerical values yield excellent agreement between 
calculated and observed monomer concentrations at higher surfactant con­
centrations. However, lower parameter values are necessary to give good 
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Figure 4.8. Relationship between logarithm of [S] and logarithm of [0].83 (Reproduced with 
permission of Academic Press.) 

agreement around the CMC: log Kn = 219, n = 62, and m = 45. This means 
that the micellar equilibria displace to higher aggregation numbers with 
increasing total surfactant concentration, a result that is readily predicted 
from the polydispersity of micelles. 

The important findings from the above calculations are: (1) the 
monomer concentrations of Sand G at the CMC are more than 99% of the 
total surfactant concentration; (2) the CMC values due to A[S]I ACt and 
A[G]I ACt are identical; (3) the log [Mn] term is less than 3% of the log Kn 
term; and (4) the mass-action model agrees totally with micelle formation. 
On the basis of finding (2), the "premicelle formation" that has 'been 
suggested9,84-88 cannot be allowed. In other words, the monomer concentra­
tions [S] and [G] are essentially equal to the total surfactant concentration 
from just below the CMC downward. In addition, these facts imply that 
the slope of the logarithm of CMC plotted against the logarithm of total 
counterion concentration can be well approximated by the association 
degree of counterions of micelles (min): 

log CMC = -(min) 10g[G] + constant (4.40) 

A linear relationship between log CMC and 10g[G] has been observed in 
a number of experiments,89-95 indicating that the approximation made above 
is correct. 
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Figure 4.9. Change of bulk concentrations [S] and [0] with surfactant concentrations above 
the CMC.83 0, reported value; -, theoretical value from K. = 230, n = 64, and m = 46.7. 
(Reproduced with permission of Academic Press.) 

Now that the mass-action model has been supported by a number of 
observations, we move to the thermodynamics of micelle formation based 
on this model. As would be predicted from the above discussion, micelle 
formation can be well expressed by a single association constant, even 
though the process strictly involves multiple association equilibria. The 
error is less than 5%, for example, for micelles having an aggregation number 
more than 50. For nonionic surfactants, the standard free energy change 
aGo per mole of surfactant molecules follows directly from the equilibrium 
constant and is given from (4.21) and [S] = Ct by 

= RT(l - lin) In CMC - (RT/n) In[(1- 2/n)/(2n 2 - n)] (4.41) 

aGO = RT In CMC + (RT / n) In(2n2) n > 50 (4.41') 

The standard state is best chosen at an infinite dilution (Chapter 3) because 
the surfactant concentrations dealt with are usually dilute and because the 
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observed change of thermodynamic variables is presumed to be equal to 
that on the basis of an infinite dilution state: 

(4.42) 

From (4.41') we obtain the following equations for changes of thermo­
dynamic variables: 

aHO = -RT2[(a In CMC/aT)p - 2(an/aT)p(1 -In 2n2/2)/n2] (4.43) 

aso = -(aRT In CMC/aT)p - (R/n) In2n2 

- 2RT(an/a T)p(1 - In 2n2/2)/ n2 (4.44) 

a yo = RT[(a In CMc/aPh - 2(an/aPh(1-ln 2n2/2)/n 2] (4.45) 

where aHo, aso, and a yo are the corresponding enthalpy, entropy, and 
volume changes from (4.42). 

For ionic surfactants, we assume a one-to-one electrolyte with mono dis­
perse micelles. The relation between the equilibrium constant and CMC 
can be derived in principle from (4.30), but the differential equation is too 
complicated to solve in a clear-cut and closed way. We therefore apply the 
above findings to the micelle formation of ionic surfactants. In the vicinity 
of the CMC, Eqs. (4.27) and (4.28) can then be written respectively as 

(4.46) 

and 

(4.47) 

The solution of d3cP/dC~ leads to 

1/ Kn = [n(n + m)(2n + 2m - 1)/(n + m - 2)] x [s]n+m-l (4.48) 

The surfactant monomer concentration is almost equal to the CMC, and n 
is much larger than 1 for the usual process of micellization. The, (4.48) 
reduces to the approximate equation 

1/ Kn = 2n(n + m)(CMC)n+m (4.49) 

In this case, too, the standard free energy change per mole of surfactant 
ions follows from the equilibrium constant, and is given from (4.49) by 

aGO = (1 + m/n)RTln CMC + (RT/n) In[2n(n + m)] (4.50) 



6tI Chspter4 

where 

(4.51) 

The corresponding enthalpy. entropy. and volume changes are given respec­
tivelyas 

aHOj RT2 = - (1 + mjn)(a In CMCjaT)p - [a(mjn)jaT]p In CMC 

- {a(1jn) In[2n(n + m)]jaT}p 

aSo = - (1 + mjn)(aRTlnCMCjaT)p 

- RTln CMC x [a(mjn)jaT]p 

- R{a(Tjn) In[2n(n + m)]jaT}p 

a yo = (1 + mjn)RT(a In CMCjaPh 

+ RTlnCMC x [a(mjn)jaPh 

+ RT{a(1jn) In[2n(n + m)]jaPh 

(4.52) 

(4.53) 

(4.54) 

A number of reports have been published concerning micelle formation 
from the statistical-thermodynamic81.96-1oo and thermodynamicl0l-110 points 
of view. This is also the case for the changes of thermodynamic functions 
that occur when micelles form. If micelles were a separate phase. the second 
and the higher terms of the right-hand sides of (4.43) through (4.45) and 
(4.52) through (4.54) could be eliminated. However. these terms prove to 
be indispensable for obtaing a good fit between calculated and observed 
changes in thermodynamic variables.111 

The volume change upon micellization (a ~) can be estimated by two 
methods. One is based on the CMC change with pressure112- llS given by 
(4.45) and (4.54). and the other depends on the change in the partial molar 
volume. as estimated from density measurements of the solutions below 
and above the CMC.l09.116-119 Figure 4.10 shows the effect of alkyl chain 
length on the partial molar volume. The volume increase that accompanies 
a transfer of the alkyl chain from the aqueous phase into the micelle is 
explained by a decrease in the number of hydrogen bonds of water molecules 
around the chain. 120 This idea is also the basis for the original concept of 
the entropy increase on micelle formation. In other words. the entropy 
increase on transfer of the alkyl chain from the aqueous environment to 
the liquid hydrocarbon phase is mainly due to the increase in entropy of 
the water around the alkyl chain caused by a transition from the state of 
"increased ice-likeness" to the normal state. 

For the enthalpy ch"ange of micellization (aHO). two procedures are 
also available: one based on the CMC change with temperature121-124 by 
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Figure 4.10. Partial molar volume change A V m on micelle formation plotted against alkyl 
chain length ncY' 0, RN(CH3hBr; X, RS04Na; D, RSO(CH2hOH; !:,., RSO(CH2hOH; +, 
RSO(CH2)40H; - - -, regression of AVm on nco (Reproduced with permission of the Royal 
Society of Chemistry.) 

Eqs. (4.43) and (4.52), and the other based on either direct heat measure­
ment, or heat measurement of dilution.lll.125-131 Values of aHo obtained 
by the two methods generally agree poorly for ionic surfactantslll.125.126 but 
much better for nonionic surfactants.130 Furthermore, values have been 
found to decrease with an increase of excess counterion concentration132-135 
and also with surfactant alkyl chain length.130.136-138 The latter change 
corresponds to the decrease in the free energy change of micelle formation 
with increasing alkyl chain length. The entropy change is not directly 
obtainable and is usually derived from the enthalpy change. Hence, the 
trend of aSo is similar to that of aHo. 

4.5. Counterion Binding to Micelles 

Ionic surfactants are more difficult to aggregate in aqueous solutions 
than are nonionic surfactants of identical alkyl chain length, because higher 



62 Chapter 4 

concentrations are necessary to overcome the electrostatic repulsion between 
ionic head groups of ionic surfactants during aggregation. For nonionic 
surfactants, on the other hand, aggregation mainly due to hydrophobic 
attraction among alkyl chains is more feasible because the hydrophilic 
groups are easily separated from the water environment. As a result, CMC 
values of ionic surfactants are higher by one or more orders of magnitude 
than those of nonionic surfactants with the same hydrophobic groups, even 
though the micellization of both surfactant types is quite similar. 

Many theoretical discussions on ionic micelle formation centered on 
taking electrostatic energy into consideration,17,9O,139-145 where the question 
was how to separate the hydrophobic energy from the electrical energy and 
how to evaluate the latter in connection with counterion binding to micelles. 
In Section 4.4 an ionic micelle was treated as a kinetic chemical species 
having bound counterions and with an electrical charge as a whole. In fact, 
as mentioned in Section 4.1, many reports have focused on the degree of 
counterion association with micelles. Table 4.2 summarizes the data on the 
binding of sodium ions to SDS micelles.23 The degree of counterion binding 
ranges from 0.46 to 0.86, depending. on the experimental technique 
employed, as would be expected from the lack of a definite distinction 
between bound and free counterions. This variability is just like the depen­
dence of the CMC values on the method of determination. 

Counterion binding values also differ depending on the model of micelle 
formation used: one model employs the assumed constancy of [S] x 
[0],24.146 and the other that of [S] x [0]m/n.23,25 Neither quantity can be 
assumed constant above the CMC, as can be seen from Fig. 4.11, which is 
calculated from the micellization parameters in Fig. 4.9. 

Many theoretical discussions have centered on the degree of counterion 
binding to micelles,I40-147 because an understanding of the specific binding 
of counterions to micelles is a prerequisite for an understanding not only 

Table 4.2. Degree of Counterion Binding to Micelles (min) of 
Sodium Dodecyl SulfateG 

min 

0.86, 0.84, 0.78, 0.73, 0.63, 
0.85 
0.82, 0.75, 0.73, 0.46 
0.82 
0.80,0.74 
0.72 
0.50 

Method of determination 

Electromotive force 
Light scattering 
Mass-action model 
Equilibrium dialysis 
Osmotic coefficient 
Electrophoresis 
Zeta-potential 

• Reproduced with permission of the Chemical Society of Japan.23•83 
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Figure 4.11. Change of functions I([S], [G]) with surfactant concentration.83 a, 1= 
[S] x [Grl "; b, 1= ([S] X [G])1/2; c, 1= [S] x [G]. (Reproduced with permission of 
Academic Press.) 

of micellization but also of all kinds of aggregation processes in aqueous 
solutions. The theory developed by Evans and Ninham is one of the most 
reasonable.145 Let us consider a spherical micelle immersed in a one-to-one 
electrolyte. The potential (r/J) around the micelle is represented from the 
electrolyte by the nonlinear Poisson-Boltzmann equation, which describes 
the distribution of ions at radius r around the micelle: 

(4.55) 

where nO is the bulk electrolyte concentration, e the unit charge, E the 
dielectric constant of the solvent, k Boltzmann's constant, and T the absolute 
temperature (see Section 7.1). The monomers are assumed to be completely 
dissociated and univalent. The boundary conditions are 

r/J(r) -+ 0 asr-+oo 

dr/J(r)/dr = -4TrU/E at r = R 

(4.56) 

(4.57) 

where U is the surface charge density and R the distance from the center 
of the micelle to the surface. By introducing the following dimensionless 
variables into (4.55) and (4.57), we obtain (4.59) and (4.60): 

y = er/J/ kT, x = Kr, (4.58) 
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(4.59) 

(4.60) 

The second term in (4.59), (2/x)(dy/dx), describes a curvature correction 
due to a charged spherical micelle and drops out for a plane charged sur­
face. 

The next problem is to solve the differential equation (4.59) and to 
derive a useful closed form that agrees approximately with the numerical 
solution of (4.59).148 For a first approximation, the micelle is assumed to 
be large enough for the micellar surface to be regarded as a plane. Then, 
(4.59) reduces to 

(4.61) 

From one of the above boundary conditions, the solution then becomes 

dy/dx = -2 sinh(y/2) (4.62) 

The sign of the right side depends on the charge of the micelle. Here, the 
micelle is assumed to be positively charged. By substituting (4.62) into the 
curvature term of (4.59) and integrating both sides with respect to y we have 

r~ r~ 
Jo (d/dy)[(dy/dx)2/2] dy = Jo sinh y dy 

+4f:o (l/x) sinh(y/2) dy (4.63) 

The main contribution to the second integral of the right side comes from 
the narrow integral region near y = Yo or x = kR. For the second approxima­
tion, we remove this factor from the integral, giving 

(dy/dx)2/2Iy=yo = 2 sinh2(Yo/2) + (8/ KR)[cosh(Yo/2) - 1] (4.64) 

Hence, 

-(dy/dx)y=yO = 2 sinh(Yo/2){1 + (4/ KR) 

x [(cosh(Yo/2) - 1)/sinh2(Yo/2)]}1/2 (4.65) 
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The above analytic approximation is quite accurate for larger values 
of i<R, and the error from the numerical solution of (4.59) is only 5% at 
/CR = 0.5. On the other hand, the surface charge density (u) at a spherical 
micellar surface is given by 

u = (n - m)e/4'1T'R2 (4.66) 

Introduction of (4.60) and (4.66) into (4.65) finally leads to 

4'1T'e2(1 - /3) = 2 Sinh(;vo/2){1 +...i.. [COSh(Yo/2) - 1] }1/2 (4.67) 
8/CakT /CR sinh2(Yo/2) 

where /3 = m/ n is the degree of the counterion binding to micelles and a 
is the area per surfactant molecule at the micellar surface. The surface 
potential Yo is now a function of Ie, a and /3. However, it depends mainly 
on /C because the other two variables remain almost constant, as is known 
from extensive data on the effect of counterion concentration. The counter­
ion binding in polyelectrolyte solutions is similar: the apparent degree of 
dissociation of macroions remains almost constant irrespective of bulk 
counterion concentration after saturation of the binding.149 These observa­
tions suggest that the saturation binding of counterions to polyelectrolytes 
applies not only to spherical micelles but also to rodlike or lamellar micelles 
and to polymeric macroions. 

The gross features of the counterion binding or distribution between 
the kinetic micelle and the bulk solution can be understood in simplified 
electrostatic models like the one given above. However, the question is 
where to place the micellar surface. According to Linse et al., the region 
lying between bulk and the micelle, as a kinetic entity, is relatively narrow, 
less than 0.5 A deep.l44 Hence, the boundary can be said to be sharp. 
Numerous data on counterion binding lead to the following conclusions. 
The binding of alkali ions to anionic surfactants increases in the order 
Li+ < Na+ < K+ < Rb+ < CS+!50 In other words, the CMC values decrease 
in the same order. This finding means that the bound counterions retain 
their primary hydration sheath, the diameter of which increases with 
decreasing ion size. This is also the case for cationic micelles. Binding of 
anionic counterions to cationic micelles increases in the order F- < Cl- < 
Br- < NO;- < r.l5l The observed changes in CMC are then in line with 
the above discussion.2.92,93,ls2 In addition, the counterion binding increases 
with increasing counterion hydrophobicity,153-157 promoting micelle forma­
tion. For organic counterions, in particular, the binding of monovalent 
counterions with more than three methylene groups154-156 and of divalent 
counterions with more than six methylene groups39,158 increases steeply. 
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Lengthening the alkyl chain initially hinders micelle formation, but 
longer chains are markedly effective in lowering the CMC and in increasing 
the aggregation number, owing to enhanced hydrophobic interaction 
between the counterion and the micellar core. Counterion binding, in 
general, increases with increasing alkyl chain length for ionic surfac­
tants,14,159,16O and is decreased by addition of alcohols.ll ,161,162 Divalent 
counterions, on the other hand, stimulate the growth of micelles, and this 
increase in growth is accompanied by both a decrease in the CMC of almost 
one order of magnitude compared with monovalent counterions for identical 
surfactant ions,37,163-167 and an increase of counterion binding up to more 
than 0.9.82,168 In addition, a model of micellar structure that includes 
counterions is now being elucidated by techniques of small-angle neutron 
scattering46,Sl and NMR.169,170 

4.6. Size Distribution and Morphologic Alterations 

As mentioned earlier, the aggregation number of micelles is not 
monodisperse but polydisperse. Therefore, their distribution is a matter of 
some concern. Let us take the model of micelle formation expressed by Eq. 
(4-1), where n is not definite but diffuse. Then, if ILn and ILl are the chemical 
potentials of the micellar species composed of n monomers and the 
monomer, respectively, we have for the eqUilibrium between the monomers 
and any micellar species102 

(4.68) 

For solutions dilute enough to behave ideally, (4.68) yields 

In Xn = -(IL~ - nlLf)/ RT + n In Xl (4.69) 

where IL~ and ILf are the standard chemical potentials at infinite dilution 
of the micellar and monomer species, respectively, and Xl is a solute mole 
fraction. By differentiating (4.69) with respect to In Xl at constant tem­
perature and pressure, we get 

(4.70) 

Multiplying both sides of (4.70) by nk, where k is a positive integer, and 
summing with respect to n leads to 

(4.71) 
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On the other hand, we can define the total solute fraction Xt and the total 
monomer fraction or the stoichiometric solute fraction Xm , expressed respec­
tively by (4.72) and (4.73), as 

x, = Xl + IXn 
n 

From (4.69), (4.72), and (4.73) we have 

dx,/ dXI = Xm/ Xl 

The mean micelle aggregation number n is written as 

(4.72) 

(4.73) 

(4.74) 

(4.75) 

where X, can be evaluated from the integration of (4.74) with respect to Xl 
(see Section 3.5). Thus, n is obtained when the change of Xl with total 
surfactant concentration is experimentally available. Differentiating (4.75) 
with respect to In Xl and rearranging with use of (4.71), we have 

(4.76) 

Then, the standard deviation u of the aggregation number can also be 
obtained from (4.76) as 

u = (dn/dlnxl)1/2 (4.77) 

From the above discussion, it becomes very important to determine 
the monomer fraction with total surfactant concentration (the stoichiometric 
solute fraction). Many size distributions of micelles have been proposed 
on various mathematical grounds. 19,20,139,171,172 Figure 4.12 illustrates the 
size distributions of counterion and surfactant ion obtained from counterion 
activity,82 where the binding of counterions to a micelle is assumed to be 
equivalent to their solubilization to the micellar surface. The size distribution 
was found to be well expressed by the Poisson distribution, and the standard 
deviation of the distribution then becomes .ffl.173 
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Figure 4.12. Size distribution of micelles with respect to counterion and surfactant ion of 
copper (II) dodecyl sulfate.82 a, counterion (Cu2+); b, surfactant ion; c, Poisson distribution 
(n = 95). (Reproduced with permission of the American Chemical Society.) 

Some attempts have been made to estimate the aggregation number 
and the shape of micelles from the dependence of shape on micellar weight, 
on the area per polar group at the micellar surface, and on the molecular 
volume of the surfactant.47.174-177 These studies found the micellar shape 
to resemble a sphere or an oblate or prolate ellipsoid not far removed from 
a sphere, and gave molecular weights or aggregation numbers approximately 
equal to those determined by other methods. These facts suggest that there 
is an upper limit to aggregation number and that the number of micelles 
increases with total surfactant concentration within a narrow size distri­
bution. 

On the other hand, the mean aggregation number should rise with total 
surfactant concentration, when considered from the standpoint of the mass­
action model, as in (4.1). Indeed, some changes of colligative properties 
were found to take place at higher surfactant concentration far above the 
CMC; this transition point was named the second CMC 178 or postmicellar 
transition. 179 It has also become clear that the micellar aggregation number 
increases with increasing surfactant concentration180 and with addition of 
salts.44•181,182 
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A morphologic alteration of micelles from a small sphere to a large 
prolate spherocylinder has been observed in a number of experiments after 
further addition of salts (Fig. 4.13).183-191 These observations suggest that 
some type of energy barrier from an anticooperative region must be over­
come for the shape transition from sphere to cylinder. 16 One way to overcome 
this barrier is to increase the chemical potential of monomers by increasing 
the total surfactant concentration, and the other is to decrease the barrier 
caused by reduced electrostatic repulsion by adding excess salts. The shape 
transition has also been observed after adding alcohols with a relatively 
short alkyl chainI92-195; this effect may result from dilution of the micellar 
surface charge density owing to the solubilization of alcohols at the micellar 
palisade layer. Once a rodlike micelle is formed, the stepwise association 
of a monomer to a micelle merely leads to elongation of the micelle and 
becomes much easier to treat theoretically. 

Many reports have considered the theoretical aspects of cylindrical 
micelles. 15,16,70,196-200 The theory proposed by Gelbert et aeoo is presented 
here. Let us start with the statistical thermodynamics of a micellar solution. 
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Figure 4.13. Relationship between logarithm of molecular weight (Mw) and logarithm of ionic 
strength [CMC (Co) + salt concentration (C.) 1.lsS <I, dodecylammonium chloride at 30·C; 0, 
dodecyldimethylantmonium chloride at 2S"C; e, dodeCYltrlmethylantmonium chloride at 2S·C 
(Reproduced with permission of Academic Press.) 
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Consider a surfactant solution containing Nt surfactant molecules in volume 
V at temperature T, where the micellar aggregates of different sizes coexist 
in equilibrium with free surfactant monomers in the solution. The mass 
conservation is now expressed by 

(4.78) 
n 

where N n denotes the number of micelles composed of n monomers includ­
ing the free monomers n = 1. The partition function Q ofthe above canoni­
cal ensemble is given by 

Q = L n (qr;n/ Nn!) x (qi/o/ No!) (4.79) 
{Nnl n 

where the summation is over all distributions {Nn } consistent with the 
conservation condition of (4.78); qn is the partition function of a single n 
aggregate; qo is the partition function of a solvent molecule; and No is the 
number of solvent molecules. The micelles are sufficiently dilute to be 
independent and indistinguishable, and qn incorporates all external and 
internal degrees of freedom including solvent interaction. The partition 
function can be approximated by the maximum term (4.79)/°1 and then 
the Helmholtz free energy A can be given by 

A = -kTVL Pn[ln(qn/ V) -In Pn + 1] - kT(No In qo -In No!) (4.80) 
n 

where Pn = N n/ V is the number density of n micelles. The apparent mole 
fraction of n micelles is defined by 

( 4.81) 

where P = (L n nNn + No) / V is the average number density of the solution. 
The stoichiometric solute mole fraction then becomes 

Xt=LnXn 
n 

The chemical potential of micelle n can be obtained from 

(4.82) 

(4.83) 
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where the standard chemical potential is given by 

#£~ = -kT In (qn/ pV) (4.84) 

On the other hand, the most probable size distribution of micelles {Nn } 

is determined by the condition that minimizes A, obeying the conservation 
constraint. From the standard minimization procedure we have 

x! = exp[ -(#£~ + xn)/ kT] (4.85) 

where X is the Lagrangian multiplier. The physical meaning of X is apparent 
from the application of (4.85) to the free monomer: that is, -X = #£1' The 
size distribution results from the association-dissociation equilibria between 
micelles and monomers. The mass-action law is then applicable to the above 
equilibria as expressed by (4.68). We obtain the following equation from 
(4.68) and (4.83): 

x" = x~ exp[n(#£~ - #£~)/ KT] (4.86) 

This is another version of (4.69). Now we need to specify an explicit 
expression of #£~ in order to calculate the micellar size distribution. 

The shape change from sphere to spherocylinder-a cylinder capped 
by two end hemispheres-has been observed for many surfactant systems, 
and the rodlike micelles are the subject of the present discussion. The shape 
transition takes place by passing through the maximum spherical micelle 
whose aggregation number is m* and whose standard chemical potential 
is #£~'*(=m*J£~*). That is, the maximum micelle is the barrier that must be 
overcome for the shape transition from a sphere to a more stable long 
micelle. The standard chemical potential #£~ of cylindrical micelle n is 
divided into two parts on the basis of their surface geometry, one for the 
two caps of m monomers and the other for the cylinder of n - m monomers: 

o -0 -0 + ( )-0 #£n = nn = m#£. n - m #£c 

= n[J£~ + (m/n)(ji.~ - J£~)] = n(J£~ + akT/n) n 2!: m (4.87) 

where J£~'* > ji.~ and m* > m. 1S,18,70,196 Substituting (4.87) into (4.85) or 
(4.86), we have 

x" = Bqn (4.88) 
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where 

B = exp( -a) = exp[ -m(ji,~ - ji,~)/ kT] (4.89) 

and 

q = exp[ -(ji,~ + X)/kT] = Xl exp[(J.I.~ - ji,~)/kT] (4.90) 

The value of B is less than unity, whereas that of q is nearly unity. The 
latter result is expected from the first equality of (4.90): namely, ji,~ 
approaches J.l.1 as micelles advance to a separate phase. 

The moment of Xn can now be evaluated by making use of Eq. (4.88). 
Defining the kth moment of Xn by 

Mk = L nkxn = Xl + B L nkqn (4.91) 
n n;;:a.m 

we have 

(4.91') 

For k = 1, MI becomes from (4.88) 

Here, the surfactant concentration is high enough to form rodlike micelles, 
and the Xl is negligibly small. Under this condition, q can be assumed to 
be equal to unity, and we have the following approximate equations for 
the moments: 

M I =xt =B/(l-q)2 (4.93) 

or 

q = 1 - (B/Xt )I/2 (4.93') 

and 

Mk = Bkl/(l - q)k+l (4.94) 

From the above moments, the number-averaged aggregation number of 
micelles n and the corresponding standard deviation u are respectively 
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given by 

(4.95) 

and 

(4.96) 

On the other hand, we hve the following equations for the weight-averaged 
aggregation number (n) and the standard deviation U w : 

8 
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'0 -'" !!: 
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(n) = (M2 - xl)/(MI - Xl) = 2(xt / B)I/2 
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Figure 4.14. Variation in micellar molecular weights (Mw) of hexadecyltrimethylammonium 
bromide with .,fE.IS 0, uncorrected molecular weights; 0, corrected for dissymmetry; L, 
corrected for dissymmetry and second virial coefficients. (Reproduced with permission of the 
American Chemical Society.) 
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The weight-averaged aggregation number increases in proportion to the 
square root of total surfactant concentration, as has been observed experi­
mentally (Fig. 4.14). 

4.7. Kinetics of Micelle Formation 

Micellar colloids are in a dynamic association-dissociation equilibrium, 
and the kinetics of micelle formation have been investigated for a long 
time.202-209 In 1974, a reasonable explanation of the experimental results 
was proposed by Aniansson and Wall,207 and this conception has been 
accepted and used ever since. The rate of micelle dissociation can be studied 
by several techniques, such as stopped fiow,210,211 pressure jump,2°S,212 
temperature jump,203,213 ultrasonic absorption,206,214,21S NMR, 216 and 
ESR. 217 The first three methods depend on tracing the process from a 
nonequilibrium state brought about by a sudden perturbation to a new 
equilibrium state-the relaxation process. The last two methods, on the 
other hand, make use of the spectral change caused by changes in the 
exchange rate of surfactant molecules between micelle and intermicellar 
bulk phase. 

The relaxation experiments revealed two processes for micellar dissoci­
ation. The first of these is very fast, with a relaxation time of less than 10-5 s 
at surfactant concentrations around the CMC,203,217,218 and results from an 
association-dissociation reaction of monomers to and from micelles. The 
other is a slower process, with a relaxation time of more than 10-3 S,20S and 
is associated with a micelle formation-dissolution equilibrium. 

The relaxation process around equilibrium obeys first-order reaction 
kinetics regardless of the order of reaction. Let us consider the following 
reaction, for example: 

(4.99) 

At equilibrium the forward reaction rate Vc is equal to the back reaction 
rate tit, 

Vc = kt[Ae]"A x [Be]IIs x ... = kb[Ce]"c x [De] "0 x . .. (4.100) 

where [ic] represents the equilibrium concentration of species i. When the 
equilibrium system is transformed to a nonequilibrium state [4i] by some 
perturbation, the system relaxes and adopts a new equilibrium state. The 
time required for the system to relax is the relaxation time T. The reaction 
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rate vr to the new equilibrium state is given by 

Vr = 1y([A.,] + [aA])nA x ([Be] + [aB])"B x ... 

- kb([Ce] + [aC])nc X ([De] + [aD])"o X ••• (4.101) 

Introducing the extent of reaction 

a~ = -[aA]/nA = -[aB]/nB = ... = [aC]/nc = [aD]/nD = . .. (4.102) 

into (4.100) and neglecting the second- and higher-order terms of a~, we have 

Vr = d(a~)/dt = -ve{ni![A.,] + n~/[Be] 

+ ... + n~/[Ce] + ni,/[De] + ... } a~ (4.103) 

or 

(4.103') 

where 

(4.104) 

Equation (4.104) indicates that the relaxation reaction always obeys first­
order decay kinetics. 

Aniansson and Wall proposed the following kinetics of micelle forma­
tion, which are now generally accepted and have been adopted as the basis 
for the relaxation process.207,219 Micellization is expressed by the stepwise 
association-dissociation equilibria 

(4.105) 
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where Sl refers to the surfactant monomer, S2 to the dimer, and so on. For 
ionic surfactants, Sl denotes the surfactant ion. Counterions need not be 
taken into account because they are so mobile that they can be assumed to 
adjust almost immediately to the movement of surfactant ions. By introduc­
ing the relative deviation from equilibrium (~n) 

(4.106) 

there results the following kinetic equation: 

d[Sn]/dt = [S~] x d~n/dt = k,,[Stl[Sn-tl + k,,+1[Sn+tl 

- k,,[Sn] - k,,+l[Sl][Sn] (4.107) 

where [Sn] and [S~] denote the concentration of the n-mer micellar species 
and its equilibrium value, respectively. Using the equilibrium condition 

k,,[S~][S~-l] = k,,[S~] (4.108) 

we obtain 

[S~] X dgn/dt = k;,+I[S~+I][gn+1 - gn(1 + gl) - gl] 

- k,,[S~][~n - €n-l(1 + €l) - €tl n = 2,3,. . . (4.109) 

and for n = 1 

00 

+ L k,,[S~][€n - €n-l(1 + €l) - ~t1 (4.110) 
n=3 

The second term of the right side of (4.109) is the net increase in unit time 
of the number of aggregates of size n from the previous step: 

In = k,,[Stl[Sn-tl- k,,[Sn] 

= -k,,[S~][~n - ~n-l(1 + ~l) - ~l] (4.111) 

At small deviations from equilibrium, the term ~l~n-l can be neglected: 

(4.111') 
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Then, (4.107) or (4.109) is rewritten as 

d[Sn]/ dt = I n - In+1 (4.112) 

These micellar kinetics are strikingly analogous, in terms of the reaction 
flow in the aggregation space {n}, to one-dimensional diffusion through a 
tube of varying cross section: n corresponds to the space coordinate, ~n to 
the concentration, [S~] to the cross-sectional area, and k,. to the diffusion 
constant. Since [S~] is large at the monomer end and in the micellar region, 
the mass transfer tube has two side ends connected by a very narrow waist. 
This narrow waist corresponds to the intermediate-size aggregates of very 
low concentration. The mass transport from one end to the other of the 
tube can be expected to be much slower than the rapid attainment of a 
pseudo equilibrium within the two ends, the micellar and monomer regions. 
This analogy gives a good simplified picture of the presence of two relaxation 
times, one corresponding to the rapid monomer exchange between the 
micellar phase and the bulk solvent (71) and the other to the slow change 
in the total number of micelles or the micelle formation-dissolution reaction 
( 72)' Hence, the nonequilibrium state created by the perturbation is followed 
by an initial short period of adjustment in both ends, after which the main 
process of a pseudostationary flow from one end to the other end takes place. 

The following schematic illustration will be used for the subsequent 
discussion of the mass transport. The {n} space is split into three parts, 
1 :5 n :5 nlo nl + 1 :5 n:5 n2, and n2 + 1 < n (Fig. 4.15). The diffusions 

(S,,) 

2 3 

L-~==========~------------------~n 

Figure 4.15. Division of aggregation space into monomer and oligomers (1), intermediate-size 
aggregates (2), and micellar aggregates (3). 
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k,,[S~] are assumed to be much larger in the first and third parts than some 
of the diffusion in the second part, and the amount of surctants in the 
second part, 

is assumed to be negligible compared to the surfactant in the other two 
parts. It is also assumed that the deviation from equilibrium is so small that 
(4.111') is applicable for all n. Then, in the first and third parts 

~n - ~n-l - ~1 = -In/k,,[S~]) "" 0 (4.113) 

whereas in the second part 

~n - ~n-l - ~1 = -J/(k,,[S~]) (4.113') 

where J is the practically n-independent value of I n during the pseudo­
stationary phase considered. Because of the very low concentration in the 
second part, even a small difference between I n and I n+1 would lead to large 
and rapid temperature variations, which is not the case for the pseudo­
stationary phase. Summing (4.113) from n = 2 to nlo (4.113') from n = n1 + 1 
to n2, and (4.113) from n = n2 + 1 to n", we obtain 

(4.114) 

where 

R = ! 1/(k,,[S~]) (4.115) 
n=n.+l 

R being a resistance formed by series connection of individual resistances 
1/(k,,[S~]). For n':5 nlo we have similarly ~n' = n'~I' 

From the material balance we have 

00 

L n~n[S~] = 0 (4.116) 
n=1 

From (4.116), under the assumption of a negligible amount of surfactant 
in the second part, there results 

(4.117) 
n'=1 

By introducing into fn" and fn o of (4.117) the corresponding relations, we 
obtain 

J = (n~Cl + n~C3}~t! RC3n3 = -(n~Cl + n~C3)m3/(RCIC3n~n3} (4.118) 
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where 

m3 = L n~n[S~] (4.119) 
n>n2 

C1 = r [S~], (4.119') 
n=1 

ni = r n2[S~]/ C1 , fl3= L n[S~]/C3' 
n=1 n>n2 

ni = L n2[S~]/ C3 (4.119") 
n>n2 

To derive a differential equation for the process, we note that, on 
average, each micelle added to the third part increases the excess amount 
of material in that part by the amount 

so that 

(4.120) 

The denominator of the right side of (4.120) is rewritten from (4.114) as 

L ~n[S~] = ~1 L n"[S~"] - RJ L [S~"] (4.121) 
n" n" 

Substituting (4.118) and (4.119) into (4.121) we have 

L ~n[S~] = (niC1 + oo2C3)m3/nifl3Cl (4.122) 
n>n2 

where 002 = ni - fl~, the variance ofthe micellar size distribution. Introduc­
ing (4.118) and (4.122) into (4.120) we have 

(4.123) 

and 

(4.124) 
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where T2 is the relaxation time for the slow process due to the micelle 
formation-dissolution reaction. Equation (4.124) can be further simplified 
by the following assumptions: 

ni = 1 or niCl = [s~] 
fi3 C3 = Stot - [s~] = Smic 

Thus, for a relatively small size distribution we have 

(4.125) 

(4.126) 

(4.127) 

where n is the mean micellar aggregation number. When Stot is far above 
the CMC (=[Sm, fiSmic » [S~]. By introducing these conditions into (4.124) 
the final result is 

(4.128) 

The variation of T2 with total surfactant concentration leads to an estimation 
of the parameters in (4.128). 

Turning now to the fast relaxation process, we can find a solution if 
we make the following assumptions207,219: 

1. kn and kn are independent of n over the proper micellar range 
(k,. = k and kn = k). 

2. The size distribution of micelles obeys the Gaussian distribution 

(4.129) 

3. The width of the micellar distribution (u) is broad enough for n to 
be treated as a continuous variable, and g is also the case. 

4. The total number of micelles remains constant during the rapid 
relaxation period, although the size distribution of micelles changes. 

From (4.108) and (4.129) we have 

k/k[Sn = [S~-Il/[S~] = exp(-1/2u2 ) x exp[(n - fi)/u2 ] (4.130) 

On the other hand, from the above assumptions, we obtain the following 
differential equation from (4.109): 

[S~] x ag(n, t)/at = (a/an)k[S~]{ag(n, t)/an - gl[1 + g(n, t)]} (4.131) 



Micelle Formation 81 

The relative deviation ~n in the micellar region is expanded in the form of 
L'Hermite polynomials with time-dependent coefficient Cn(t) as 

00 

~(z, t) = L Cn(t)Hn(z) (4.132) 
n=O 

Z = (n - fi)/J2u (4.133) 

Mter insertion of (4.129) and (4.132) into (4.131) and some mathematical 
manipulation, we have the following equation on the time dependence of 
monomer concentration C1(t): 

where 

a = (Stot - [Sm/[Sn = Smic/[S~] (4.135) 

and Co is the integration constant. Then, the solution of (4.134) becomes 

(4.136) 

where 

(4.137) 

and 

(4.138) 

The variable Tl is the relaxation time for the fast process due to an 
exchange of surfactant monomer molecules between micelles. Table 4.3 
gives values of Tl and T2 for sodium tetradecyl sulfate micelles at different 
temperatures and total concentrations.z08 In general, Tl and Tz decrease with 
total surfactant concentration and with temperature. In addition, both are 
found to increase with an increase in the alkyl chain length of homologous 
surfactants (Fig. 4.16).208 Variation of Tz with surfactant concentration at 
different ionic strengths leads to the conclusion that at concentrations only 
slightly above the CMC, both the aggregation number and the rate constant 
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Carbon Number of Hydrophobic Tail 

Figure 4.16. Plot of log (1/ T1)CMC and log (1/ T2)CMC versus the number of carbon atoms no 
in the hydrophobic tail for several sodium alkyl sulfates at 2S·C.208 (R'eproduced with per­
mission of the American Chemical Society.) 

depend on the surfactant concentration.220,221 Furthermore, the two relaxa­
tion processes have been found to depend on the nature of the counterions,58 
ionic strength,220 additives or dyes,222 salts,19o,222 alcohols/23 and the type 
of surfactant.224,225 

4.8. Temperature and Pressure Effects on Micelles 

Micelle formation takes place by the aggregation of monomeric surfac­
tant molecules dispersed in a solvent. Aggregation is opposed by both an 



84 Chspter4 

increase in electrostatic energy (for ionic surfactants) and a decrease in 
entropy due to aggregation. These unfavorable canditions suggest that 
micellization is associated with an energy decrease resulting from the con­
densation of hydrophobic groups (hydrocarbon or fluorocarbon chains) of 
surfactant molecules into a micellar aggregate. What is the mechanism that 
causes the energy decrease on the condensation of alkyl chains as a liquidlike 
hydrocarbon core from dispersed monomers in aqueous medium? Gen­
erally, a spontaneous condensation of dispersed solute species in a solution 
by the van der Waals interaction is accompanied by a decrease in both 
entropy (as < 0) and free energy (aG < 0). However, the entropy change 
is always positive for the transfer of hydrocarbon from an aqueous environ­
ment at infinite dilution to a liquid hydrocarbon phase, for example during 
micelle formation. 

An explanation for this increase involves the peculiar properties of 
water as a solvent. Water molecules in the liquid state have a structure of 
hydrogen bonds similar to that of ice, and the cavities in the structure are 
large enough to accommodate a hydrocarbon chain. The water molecules 
display equilibria for the formation and destruction of hydrogen bonds with 
a lifetime of 10-12 s, and movement of free water molecules takes place by 
stepwise jumps through the cavities. Thus, occupation of a cavity by hydro­
phobic solute hinders the movement of free water molecules, which therefore 
remain stationary for longer periods. In other words, the water molecules 
surrounding a hydrophobic solute become more ordered than bulk water 
molecules and have lower entropy. 

Frank and Evans introduced the idea that water molecules form "ice­
bergs" around nonpolar solutes.226 Nemethy and Scheraga, on the other 
hand, used the term "increased ice-likeness" to characterize the entropy 
change.l2O Ben-N aim also suggested a shift into the direction of the "better 
order" form of water molecules upon introduction of a nobel gas.227 Accord­
ing to all of these concepts, the water molecules become more ordered 
around the hydrophobic solute, with an increase in hydrogen bonding in 
this region. This model can account for the negative enthalpy and entropy 
of solution. In other words, the favorable free energy for transfer of a 
nonpolar solute from an aqueous to a hydrophobic environment arises from 
a large positive entropy associated with the disordering of water molecules 
in the vicinity of nonpolar solutes. Such interaction between a nonpolar 
solute and water molecules is termed the hydrophobic interaction or hydro­
phobic hydration, and the condensation of the nonpolar solutes by the 
hydrophobic interaction is conventionally called the hydrophobic bond228 

(discussed in more detail by Ben_Naim229). 

By analogy to the above discussion, the driving force for micellization 
results from the transfer of nonpolar surfactant chains from an ordered 
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aqueous environment to the hydrocarbonlike environment of the micelle 
interior, even though a large negative entropy would otherwise have been 
expected for the transfer of surfactant molecules and counterions from 
aqueous solution to the confines of a small micelle. With increasing tem­
perature, however, the unique ordered properties of water diminish and 
water becomes a more normal polar fluid. Consequently, the free energy 
for transferring a methylene group from the aqueous phase to the micelles 
has a minimum around 100°C.23o Conversely, the ordering of water 
molecules has been reported mostly to disappear around 160°C.231 

The hydrophilic groups of surfactants make the otherwise hydrophobic 
molecule somewhat soluble, and at the same time function as a deterrent 
to micelle formation, keeping the micelle size within a certain range. This 
occurs because the hydrophilic groups have a great affinity for water 
molecules by an ion-induced dipole interaction for ionic surfactants and 
by hydrogen bonding for nonionic surfactants. The nearest-neighbor water 
molecules of an ionic group come to lack hydrogen bonds under the 
influence of the strong electric field and become molecules of hydration. 
The water molecules between these nearest neighbors and the outer bulk 
water are, therefore, the least restricted, because of the partial destruction 
of hydrogen bonds, induced by the central ion. 

Numerous changes in CMC with temperature are known.2 Very few 
of these take place above 100°C, however,230,232-234 and studies of the effects 
of temperature on micellization have mostly been limited to lower tem­
peratures. Figure 4-17 shows an example of CMC change over a wide 
temperature range.234 The CMC of ionic surfactants generally passes through 
a minimum at T m with increasing temperature, The apparent entropy change 
of micellization (which is based only on a CMC change with tempera­
ture) decreases from a positive value to a negative one at Tm with in­
creasing temperature. The positive entropy change substantiates the idea 
that the hydrophobic bond supplies a motive force. The negative en­
tropy change, on the other hand, indicates that with increasing tempera­
ture the ordinary condensation effect becomes stronger than hydrophobic 
effects, even though the entropy increase due to the latter still continues 
above 100°C. 

Detailed examination of m and n values over a wide temperature range 
have made it clear that both variables change with temperature. These 
changes should be taken into account when considering changes in thermo­
dynamic variables of micelle formation. The micelle aggregation number 
of ionic surfactants decreases almost linearLy with increasing tem­
perature.221 ,23S-237 The value of min decreases as the average aggregation 
number decreases with increasing temperature.230,232 This factor makes ARm 
more positive, which is the right direction of change for explaining another 
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Figure 4.17. Plots of CMC versus temperature of tetradecyltrimethylammonium bromide.234 

., enthalpy measurement; D, conductance measurement.232 

discrepancy noted between a positive .:lHmobtained from calorimetry and 
a negative one obtained by using the two-phase theory.238 

The CMC values for nonionic surfactants are less by one or two orders 
of magnitude than those of ionic surfactants with the same hydrophobic 
group, and decrease with rising temperature.2,237 Specifically, the changes 
in entropy and enthalpy are positive, and decrease with temperature while 
remaining positive. The micellar aggregation number of nonionic surfactants 
increases fairly rapidly with temperature.237,239,240 As to the aggregation 
number, one problem remains unsolved: whether the apparent increase of 
the aggregation number is based on an actual increase in the aggregation 
number or on an altered spatial arrangement due to increasing interaction 
among micelles of smaller size as temperature approaches the cloud 
point.241 ,242 The cloud point is the temperature at which a nonionic surfactant 
solution separates into two phases on heating. It depends on the kind of 
surfactant and on its concentration. This separation is caused by the destruc-
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tion of hydrogen bonds between water molecules and hydrophillic groups 
by the thermal turbulence that accompanies rising temperature. 

Since the change in CMC with pressure was measured by Tuddenham 
and Alexander, I 12 many reports have appeared on the effect of pressure on 
micelle formation for ionic113,115,194,243,244 and nonionic surfactants.114,245,246 
The pressure dependence of the CMC of ionic surfactants is shown in Fig. 
4.18 for homologous surfactants, where the CMC values pass through a 
maximum at around 1000 atm. The partial molar volume change in micelle 
formation changes from a positive to a negative value as this pressure is 
exceeded. This change is due to the greater compressibility of surfactant 
molecules in the micellar state, as is made clear from the following analysis 
of the data from Fig. 4.18. The partial molar volume change (a Vm ) obeys 
a linear relationship against the carbon number (nc) of the surfactant 
molecule I 13: 

(4.139) 

where a ¥ion and a VCH2 are the contributions of an ionic head group and 
a methylene group to the partial molar volume change in micelle formation, 
respectively. The values thus obtained for sodium alkyl sulfates are given 
in Table 4.4, together with those of SDS. The values of a VCH2 change from 
positive to negative with increasing pressure, which is interpreted as meaning 
that the compressibility of the micellar surfactants is greater than that of 
the intermicellar monomer.247 This result also indicates that hydrophobic 
bond formation accompanies a positive volume change at lower pressure, 
whereas at higher pressure it has a negative value. 

Such a sign change of a Vm is not observed for nonionic surfactants of 
the polyoxethylene alkyl ether type, because the partial molar volume of 
the ethylene oxide group in the micellar state increases slightly with pressure, 
thereby resisting the compression.248 That is, the CMC value increases 
monotonously and then levels off with increasing pressure. At the same 
time, the micellar aggregation number decreases monotonously with rising 
pressure for nonionic surfactants,245,246 although the number for ionic surfac­
tants passes through a minimum at around 1000 atm.248 

The monomeric aqueous solubility of surfactants also depends on 
pressure, and decreases with increasing pressure. This effect is opposite to 
that of temperature. In other words, with decreasing pressure the monomeric 
solubility increases up to the CMC, at which micellization is accompanied 
by a rapid solubility increase (Fig. 4.19). The pressure at which a solubility­
pressure cruve intercepts the CMC-pressure curve is the critical solution 
pressure Pc for micelle formation, which corresponds to the conventional 
Krafft point for temperature (see Chapter 6). The presence of Pc is observed 
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Figure 4.18. Pressure dependence of the CMC for sodium alkyl sulfate at 3S·C.l13 SOS, sodium 
octyl sulfate; SDeS, sodium decyl sulfate; SDS, Sodium dodecyl sulfate; STS, sodium tetradecyl 
sulfate. (Reproduced with permission of Academic Press.) 

for both ionic249 and nonionic surfactants.114 Thus, we have a three­
dimensional phase diagram with temperature, pressure, and concentration 
axes (Fig. 4.20).2S0 

The size and shape of micelles are very important parameters. However, 
an introduction to their theoretical background is beyond the scope of this 
monograph. Those who are interested in more detailed discussion should 
refer to books on the subject of light scattering.2S1 - 2S3 
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Table 4.4. Contribution of Hydrocarbon Tail and Ionic Head to Partial 
Molal Volume Change on Micelle Formation4 

4Vm 

Pressure 4VCH2 4V;on (nc = 12) 
(atm) (cm3 ·mor' ) (cm3 ·mol-l ) (cm3 ·mor' ) 

1.24 -4.74 10.1 
500 0.47 -2.54 3.1 

1000 0.10 -0.30 0.9 
1500 -0.236 2.00 -0.8 
2000 -0.394 3.24 -1.5 
3000 -0.585 3.53 -3.5 

• Reproduced with permission of Academic PreSS. '1l 
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Figure 4.19. Etlect of pressure on the CMC and solubility of sodium dodecyl sulfate at 20·e. 249 

M, micellar solution; S, monomer solution; C, hydrated solid; Pc, critical solution pressure. 
(Reproduced with permission of Academic Press.) 
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Application of the 
Thermodynamics of Small 
Systems to Micellar Solutions 

5.1. Introduction 

5 

The theoretical treatments of micelle formation have been based mainly on 
the mass-action and phase-separation models, even though the phase­
separation model is inconsistent with the degrees of freedom of the phase 
rule. In addition, the two models merge asymptotically with increasing 
micellar aggregation number. As discussed in the preceding chapters, the 
mass-action model requires knowledge of all of the stepwise association 
constants from monomer to micelles, a requirement difficult to fulfill. This 
model therefore has such defects as the assumption that the micelle aggrega­
tion number is monodisperse (in spite of its actual polydispersity) or the 
fact that some numerical values for micellization constants are assumed 
when estimating the dispersion of micellar size. 

Hill developed the thermodynamics of small systems and also applied 
it to the aggregation of solutes. l This theory serves as a bridge between the 
mass-action and phase-separation models. Further development has been 
done by Hall.2- 4 Recently, Tanaka applied the theory to static light scattering 
data for aqueous solutions of nonionic surfactants, and proved its useful­
ness.s This chapter introduces the fundamental concept of this thermo­
dynamics as a basis for understanding micellar solutions. 

5.2. Small Systems Not in Solution 

Let us consider an ensemble of N small systems that are open to C 
components, where N is large enough for the ensemble to be treated by 
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conventional thermodynamics. The total Gibbs free energy (Ot) of the 
ensemble is a function of temperature, pressure, the total number of 
molecules (~) of component i, and the number of small systems: 

(5.1) 

where Ni is the average number of component i per small system. Then we 
have 

dO, = -5,dT+ Y,dP+LJ£idN:+edN (5.2) 
i 

where 5t and V, are the entropy and volume of the ensemble, respectively. 
From (5.2) we obtain 

J£i = (aot!aN~h.p,N (5.3) 

(5.4) 

The term e dN in (5.2) is called the subdivision energy, and e is the subdivision 
potential, that is, the energy term necessary to divide small systems by 
increasing their number when temperature, pressure, and the total number 
of molecules are kept constant. When the average number of molecules per 
small system Hi increases, the thermodynamic variables approach those of 
macroscopic systems, and e vanishes. 

On the other hand, when a closed ensemble of open systems is in 
equilibrium at constant T and P, the Gibbs free energy of the ensemble 
should be minimal (dOt = 0): 

(aOt! aNh,p,Nl = e = 0 (5.5) 

For a stable equilibrium: 

(5.6) 

The extensive thermodynamic variables are a first-order homogeneous func­
tion of N~ and N, a relation known as Euler's theorem6: 

(5.7) 

Integrating (5.2) with respect to N~ and N under constant T and P leads to 

Ot = L J£iN~ + eN (5.8) 
i 
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From (5.2) and (5.8) we now have 

-St dT + Yt dP - L N~ dJ'i - N d~ = 0 (5.9) 
i 

This is the Gibbs-Duhem equation of the ensemble. When the extensive 
variables per small system are defined by X = Xt/N, (5.8) and (5.9) are 
rewritten as 

o = L J'ii; + ~ (5.10) 
i 

d~ = -5 d T + V dP - L Ni dJ'i (5.11) 
i 

From (5.10) and (5.11) we have 

dO = -5dT+ VdP+ LJ'i dNi (5.12) 
i 

Equation (5.12) indicates that macroscopic thermodynamics is applicable 
to a small system. However, 0 is found not to be a homogeneous function 
of N;, as is clear from (5.10): 

o ¥- L J'iNi or O(T, P, ANi) ¥- AO(T, P, N;) (5.13) 
i 

5.3. Small Systems in Solution 

When small systems exist in a solution, they are open to C components 
in the solution, and temperature, pressure, and chemical potential J'i become 
the environmental variables for the small systems. Here the following mass 
balances are set up: 

N~=N~+N':' (5.14) 

and 

N~ = NN~ and N':' = NNi (5.15) 

where N~ and N':' are the numbers of molecules of component i in solvent 
and micelle, respectively. Now the Gibbs free energy of the ensemble 
becomes a function of temperature, pressure, N~, N':', and the number of 
small systems N: 

(5.16) 
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Then we have 

dOt = -St dT + Yt dP + I #L~ dN~ + I #Lf dNf + ~ dN (5.17) 
i i 

For a closed ensemble (N~ = constant), (5.17) becomes 

where 

p, = I N;JLf + ~ (5.19) 
i 

If the ensemble is at constant T and P, (5.18) becomes 

The conditions for aggregation equilibrium (dOt ~ 0) are therefore 

#L~ = #Lf(=#Li) and p, = I N;JL~(or ~ = 0) (5.21) 
i 

Equation (5.21) is the condition for a closed ensemble at equilibrium. 
Equations (5.14) and (5.21), together with (5.17), lead to the following 
equation, which is the same as that for an ordinary macroscopic system: 

dOt = -StdT+ YtdP + I #Li dN~ (5.2') 
i 

This is the same as (5.2) for the case where ~ = O. For a closed ensemble 
at equilibrium, C + 2 variables (T, P, and C) determine the state of the 
entire thermodynamic system, including its size. Because of the intensive 
properties are independent of the size, they are specified by C + 1 indepen­
dent intensive variables: T, P, and C - 1 mole fractions of components: 
This is easily understood by the Gibbs-Duhem equation from (5.2'); any 
intensive property (T, P, #Li) is a function of C + 1 intensive variables. The 
number of degrees of freedom of the system is therefore identical to that 
of the ususal macroscopic system, that is, C + 1 for C components in one 
phase. 

On the other hand, the differential of Nf is given by 

dNf = N dNi + Ni dN (5.22) 
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From (S.17) and (S.22) we have 

dGt = -St dT + ~ dP + L J.I.~ dN~ + p. dN + L NJ.I.:" dill; (S.23) 
i i 

where 

p. = (aGt/aNh,p.Nl.N, = L NiJ.l.:" + ~ (S.24) 
i 

and p. is the chemical potential of a micelle. Because Gt is the linear 
homologous function of N~ and N at constant temperature, pressure, and 
micellar composition, Gt is written as 

Gt = L J.I.~N~ + P.N (S.2S) 
i 

From (S.23) and (S.2S'), 

-St dT + ~ dP - L N~ dJ.l.~ - N dP. + L NJ.I.:" dill; = 0 (S.26) 
i i 

or 

dP. = -8 dT+ V dP - L N~dJ.l.~ + L J.I.:"dill; (S.27) 
i i 

Let us consider a macroscopic system at T and P composed of N~ molecules 
that have chemical J.I.~, where the system contains no small system (or 
micelle). The Gibbs-Duhem equation for the system becomes 

-8"dT+ V"dP - L N~dJ.l.~ = 0 (S.28) 
i 

Subtracting (S.28) from (S.27) yields 

dP. = -8 dT+VdP + L J.I.:"dill; (S.29) 
i 

and 

(S.30) 

where the thermodynamic variables with superscript A refer to the intrinsic 
variables of the micelle. The chemical potential of component i in the 
micellar state is then given by 

(S.31) 
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Equations (5.23), (5.29), and (5.31) are basic equations for small systems 
in solution, where p, is a function of T, P, iii;, N~, and N, as is clear from 
(5.23). From (5.19) and (5.29) we have 

de = -8 dT + v dP - L.lVi dJLf' (5.32) 
i 

On the other hand, p, can be regarded as a function of T, P, N;, and em 
through the following relation: 

em = N / ( ~ N: + N ) = N/ N~ (5.33) 

where em is a mole fraction of the small systems in the ensemble, and the 
component 0 refers to a solvent. Because N~ is much larger than N~ or N, 
the second equality of (5.33) is satisfied. For a dilute solution of small 
systems where interaction between the systems is negligible, p, can be written 
as 

P,(T, P, N;, em) = G(T, P, .lVi ) + kTln em (5.34) 

where G is the standard chemical potential of a small system, implicitly 
including the interaction with solvent. From (5.31) and (5.34) we have 

(5.35) 

because em is not a function of N;. Furthermore, (5.19) and (5.34) lead to 

G(T, P, .lVi ) = L .lViJ.'f' + em (5.36) 
i 

where 

(5.37) 

or 

em = -kTln em (at equilibrium; e = 0) (5.37') 

The differential of G is then given by 

dG( T, P, .lVi ) = -8 d T + V dP + L JLf' dN; (5.38) 
i 
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From (5.36) and (5.38) there results 

d~m = -8 dT + V dP - L.!Vi dJL7' (5.39) 
i 

For a closed ensemble at equilibrium (JL~ = JL7' = JLi' ~ = 0) we have the 
following fundamental equations: 

~m = -kT In em (5.37') 

0= L .!ViJLi - kTln em (5.36') 
i 

dO = -8 dT + V dP + L JLi d.!Vi (5.38') 
i 

-d(kT In em) = -8 d T + V dP - L .!Vi dJLi (5.39') 
i 

-k d In em = -(H/T2) dT + (V/T) dP - L.!Vi d(JLJT) (5.40) 
i 

5.4. Size Distribution of Micelles 

Micelles are not mono disperse but polydisperse. Therefore, micelles 
are prescribed by the following mass balances: 

(5.41) 

(5.41') 

where Nr is the number of the rth micelles (small systems) whose composi­
tion is characterized by N~ molecules of component i, and Yr is the fraction 
of rth micelles against total micelles N. An important point here is that the 
rth micelles have a definite composition specified by Nr. Introducing the 
above mass balances into (5.17), we obtain 

dOt = -8t d T + ~ dP + L JLf dN~ + L JLr dN r (5.42) 
i 

and 

JLr = L NrJL7' + ~ = (aOt/ aNrh,p,Nf,N, (5.43) 
i 



104 Chapter 5 

For a closed ensemble, N~( = N~ + N't') is constant. Thus 

dG, = -S, dT + V; dP + ~ (J£' - ~ N~J£~) dN, (5.44) 

Therefore, the equilibrium condition at constant T and P becomes 

(5.45) 

because the variables N, are independent. In general, for surfactant solutions 
in which both micelles and surfactant monomers are dilute, the activities 
of these components can be replaced by their concentrations with reasonable 
accuracy: 

J£, = G,( T, P, N~) + kT In e, (5.46) 

J£~ = J£f( T, P) + kT In ei (5.47) 

Introducing the above two equations into (5.45), we have 

This equality indicates that the rth micelle formation can be expressed by 
the mass-action model. When the ensemble is in equilibrium, the following 
equality results from (5.45) and (5.46): 

G,(T, P, ND + kTln e, = L N~J£i (5.49) 
i 

because J£'t' = J£~ = J£i. In addition, from (5.41) we have 

Y, = N,/N = e,/ em (5.50) 

where em is the total micelle concentration (em = L, e,). From (5.49) and 
(5.50) there results 

- (H,/ T2) d T + (v,./ T) dP - L N~ d(J£J T) 
i 

+kdln Y,. + kdln em = 0 (5.51) 
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Multiplying (5.51) by Y. and summarizing over all r, we have 

-(ii/T2) dT+ (V/T) dP - ~ N; d(p.;/T) + kdln em = 0 (5.52) 
j 

On the other hand, if we multiply (5.51) by Y,.N~ and summarize over all 
r, we have 

dNk = {(HNk - iiNk)/kT2}dT - {(VNk - VNk)/kT} dP 

+(1/ k) ~ (NkN j - NkNj ) d(p.;/ T) (5.53) 
j 

At constant T and P, the following equations result, respectively, from 
(5.52) and (5.53): 

k d In em = ~ N j d(p.;/T) 
j 

dNk = (1/ k) ~ (NkN j - NkN;) d(p.;/ T) 
j 

(5.52') 

(5.53') 

Equation (5.53') also leads to the following equation: 

dN = ~ dNk = (1/ kT) ~ (NN j - NNj ) dp.j (5.54) 
k j 

where N = ~k N k. Because Xk = N k/ N, the differential of Xk becomes 

dXk = (1/ NkT) ~ (N;N k - N;Nxk) dp.j (5.55) 
j 

For two solute components, Eqs. (5.56) and (5.57) are derived respectively 
from (5.52') and (5.55): 

kT d In em = Nt dp.t + N2 dP.2 (5.56) 

NkT dX2 = (NtN 2 - NtNx2) dp.t + (N~ - N2Nx2) dP.2 (5.57) 

From (5.56) and (5.57) we have 

dp.t = {kT(N~ - N2Nx2) d In em - kTN2N dX2}/ D (5.58) 

where 

(5.60) 
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Equations (5.58) to (5.60) give the following relations: 

Chapter 5 

(5.61) 

(5.62) 

(5.63) 

Now let us consider the relationships between the total concentration of 
the ith component (CD and its monomer concentration (C). The variable 
C~ is expressed as 

(5.64) 

The differential of C~ becomes 

(5.65) 

Substituting dCm from (5.52) and dNk from (5.53) into (5.65) leads to the 
following equation: 

dC~ = (Cm/kT2)( HNk - ~ NjNkhf) dT - (Cm/kT) 

x ( VN k - ~ NjN kvf ) dP 

+Cm L NjNk din Cj + (Ck + CmNk) din Ck 
j .. k 

or, at constant T and P 

d(NkCm) = Cm L NjN k din C 
j 

(5.66) 

(5.66') 

where the ideal expression d(ILJ T) = k d In Cj at constant T and P is 
employed. From (5.66) there results 

(5.67) 

Equations (5.66) and (5.67) are useful for determining the relation between 
total surfactant concentration and monomer concentration. Micelle aggrega­
tion number, which is very useful in dealing with surfactant solutions, is 
also obtained from these equations. 
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The following examples are derived from the above discussions. For 
micelles with one component (component 1), we have the following three 
equations respectively from (5.52'), (5.53'), and (5.66) at constant T and P: 

(5.68) 

(5.69) 

(5.70) 

From the above three equations we have 

(5.71) 

(5.72) 

(5.73) 

For micelles with two components (1 and 2), we obtain similar equations: 

Nl din C1 + N2 d In C2 = din Cm (5.74) 

dC~ = (C1 + CmNi) d In C1 + CmN 1N 2 d In C2 (5.75) 

dC~ = CmN 1N 2 d In C1 + (C2 + CmN~) d In C2 (5.76) 

Now, from the above three equalities relating the micellar composition, we 
can derive the relationships among C}, C2 , Cm , C~, and C~. 

5.5. Thermodynamic Functions of Micelle Formation 

For a closed ensemble at equilibrium, the following equation can be 
derived from (5.45) and (5.46) in the same way as (5.39'): 

-d (kT In Cr) = -Sr d T + Vr dP - L N~ djLj (5.77) 
j 

On the other hand, the differential of djLj becomes, from (5.47), 

djLj = -Sf dT+ Vf dP + d(kTln CJ (5.78) 
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Substituting (5.78) into (5.77), we have 

-d(kT In Cr) = -ASr d T + A Vr dP - ~ N~ d(kT In CI ) (5.79) 
I 

where 

ASr = Sr - ~ N~Sf and A Vr = v,. - ~ N~Vf (5.80) 

Thus, 

ASr = -~ N~(akTln CdaT)p + (akTln Cr/aT)p (5.81) 
I 

and 

AVr = ~ N~kT(a In cdaPh - kT(a In cr/aPh (5.82) 
I 

When ~i N~ is very large, say more than 50, the second terms of (5.81) and 
(5.82) can be neglected compared with the first terms, resulting in 

ASr = -~ NaakTln CdaT)p (5.81') 
I 

AVr = ~ N~kT(a In cdaPh (5.82') 
I 

These equations are equivalent to those for the phase-separation model of 
micelle formation. 

In the case of an ionic surfactant, the surfactant ions (1) and counterions 
(2) are regarded as different components. Then we have from (5.79) 

-d(kT In Cm) = -AS d T + A V dP - Nl d(kT In C1) 

- N2 d(kT In C2) (5.83) 

At constant temperature, (5.83) is rewritten as 

AV/ Nl = kT(a In CtiaPh + (N2kT/ N1)(a In C2/aPh 

-(kT/ N1)(a In cmlaPh (5.84) 

When C1 = C2 = CMC and the association degree of counterions (13 = 
N2/ N1) is introduced, (5.84) becomes 

A V/ Nl = (1 + f3)kT(a In CMC/aPh - (kT/ N1)(a In Cm/aPh (5.84') 
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Likewise, there results 

as/ Nl = -(1 + fJ)(akTln CMc/aT)p 

+(1/ N1)(akTln Cm/aT)p 

5.6. Micellar Parameters Based on Turbidity Data 

109 

(5.85) 

The interpretation of turbidities in the absence of angular dissymmetry 
was developed by Stockmayer from the fluctuation of the refractive index 
in multicomponent systems.' The turbidity T of a solution of C component 
at constant T and P is given by the equation 

c c 

T = HkT'L 'L p;Pk(aC~/alLk)p.J 
i k 

(5.86) 

where 

(5.87) 

and 11 is the refractive index, N° is the number of solvent molecules per 
unit volume, A is the wavelength of incident light, Pi = (al1/aC~h.p.Cj and 
the concentration is the mole ratio of i to solvent. All derivatives in this 
section are at constant T and P, and these subscripts are therefore omitted. 
Introducing (aCValLk)p.j from (5.66) into (5.86) yields 

T = H'LpfCi + H'L 'LPiPkCmN;Nk (5.88) 
i i k 

For a one-component micellar solution, we have the following equation 
from (5.66) and (5.88): 

(5.89) 

Equation (5.89) leads to 

(5.90) 
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On the other hand, (5.91) is derived from (5.52') at constant T and P for 
one component 

The following equation is derived from (5.89) and (5.91): 

M 

5000r-----------------...., 
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B 

C 
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(5.92) 

Figure 5. ,. Arithmetic mean aggregation number of micelles (Nt) of pentaoxyethylene dodecyl 
ether (Ct2Es) and hexaoxyethylene dodecyl ether (Ct2E6) at 298.15 K as a function of total 
surfactant concentration (CD under various pressures.s A, 0.1 MPa; B, 20 MPa, C, 40 MPa; 
D, 80 MPa; E, 100 MPa. (Reproduced with permission of the American Chemical Society.) 
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where the mass balance of (5.64) is employed. Then, we have 

(5.93) 

Now, from the turbidity change with total concentration, Ct. Cm, Nt. and 
Ni are evaluated from Eqs. (5.88) to (5.93). In (5.93), it can be assumed 
that C? = Cyo = CMC and C~ = 0 in applications of turbidity experiments. 
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~ 1 
I 

~ 

0 
3 8 

2 

Cl2E6 

A 
'0 -----N 

I~ 
I 1 
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Figure 5.2. Variance of aggregation number distribution of micelles (Nf - Rf) of pen­
taoxyethylene dodecyl ether (CI2Es) and hexaoxyethylene dodecyl sulfate (C12E6) at 298.15 K 
as a function of total surfactant concentration (CD under various pressures.5 A, 0.1 MPa; B, 
20 MPa; C, 40 MPa; D, 100 MPa; E. 160 MPa. (Reproduced with permission of the American 
Chemical Society.) 
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The experimental results obtained for two nonionic surfactants-penta- and 
hexaoxyethylene dodecyl ethers (C12Es and C12E6)-are illustrated in Figs. 
5.1 and 5.2 for the mean micelle aggregation number and its distribution, 
respectively. The etlect of pressure on these quantities is also illustrated. 
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Micelle Temperature Range 
(MTR or Krafft Point) 

6.1. Introduction 

6 

Detergent action, colloid formation, and surface activity are different 
manifestations of the same characteristics of surfactant solutions. Deter­
gency is the most important and conventional function of soaps, and is 
closely connected with their solubility. Because typical surfactant molecules 
(including soaps) have both a hydrophilic group and a bulk hydrophobic 
group, their aqueous solubility is not expected to be high. That is true below 
a certain narrow temperature range called the Krafft point. Above this range, 
the solubility of the surfactant increases very steeply because surfactant 
aggregation is taking place. 

In the previous chapters, the dissolution and micellization of surfactants 
in aqueous solutions were discussed from the standpoint of the degrees of 
freedom as given by the phase rule. The mass-action model for micelle 
formation was found to be better for explaining the phenomena of surfactant 
solutions than the phase-separation model. Two models have similarly been 
used to explain the Krafft point, one postulating a phase transition at the 
Krafft point and the other a solubility increase up to the CMC at the Krafft 
point. The most recent version of the first approach is a melting-point model 
for a hydrated surfactant solid.1•2 The most direct approach to the second 
model of the Krafft point rests entirely on measurements of the solubility 
and CMC of surfactants with temperature. From these mesurements the 
concept of the Krafft point can be made clear. This chapter first reviews 
the concepts used to relate the dissolution of surfactants to their micelliz­
ation, and then shows that the concept of a micelle temperature range 
(MTR) can be used to elucidate various phenoinena concerning dissolution 

113 



714 Chapter 8 

and micellization of surfactants not only in relation to the phase rule but 
also experimentally. 

6.2. Krafft Point and Related Technical Terms 

In 1895, Krafft and Wiglow published a paper on soap solutions 
entitled, "On the behavior of fatty acid alkalies and soaps in the presence 
of water.,,3 They coined the term. Ausscheidungstemperatur for the tem­
perature at which a new phase separates from a soap solution on cooling. 
They found that this temperature was lower than the melting point of the 
corresponding fatty acids, and that, for the six fatty acids examined, the 
difference between the separation temperature and the melting point 
increased with decreasing alkyl chain length of the fatty acids. In 1926, 
McBain and Elford published a phase diagram for a potassium oleate-water 
system that showed the minimum temperatures at which heterogeneous 
systems turned to homogeneous isotropic liquids during heating.4 These 
homogeneous solutions separated again at the same temperature on cooling. 
Lawrence in 1935 introduced the term Krafft point, which he interpreted as 
marking a phase transitionS: "The Krafft point is then due to loosening of 
the attractive forces between hydrocarbon chains throughout the micelle. 
This is a phase change of their adhesion; from solid to liquid. The degree 
of dispersion is thereby greatly increased." In the same year, Murray and 
Hartley used the mass action equation to explain a rapid solubility increase 
over a narrow temperature range.6 

A new concept of the Krafft point soon emerged. In 1951, Eggenberger 
and Harwood performed conductometric studies on the solubility and 
micelle formation of dodecylammonium chloride, and found a sharp break 
in the solubility versus temperature curve that could be attributed to the 
"Krafft effect," i.e., to solubilization of the undissociated molecule by the 
micelle. Significantly, the CMC versus temperature curve intersected the 
precipitation curve at this point.7 The sharpness of this break in the precipita­
tion curve was interpreted as indicating that micelles do not form appreciably 
below the CMC. This view of the Krafft point has become established. 
Phillips defined the Krafft point as the temperature at which the CMC is 
equal to the saturation solubility.s Alexander and Johnson interpreted the 
Krafft point phenomenon as the point at which the transfer of soap molecules 
"is effective from the solid phase to the micelle, since the concentration of 
single molecules only increases quite slowly once micelles are present.,,9 
This concept is totally correct. Shinoda and Hutchinson, on the other hand, 
suggested that the Krafft point represents a freezing of the micelle or a 
melting of hydrated solids of surfactants: "the Krafft point now can be 
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interpreted as a point at which solid hydrated agent and micelles are in 
equilibrium with monomers: in terms of phase, with two components the 
equilibrium hydrated solid;=:: monomers;=:: micelles is univariant, so 
that at a given pressure the point is fixed."} Unfortunately, this concept is 
incorrect, as will be made clear in the following sections. 

Another term, the critical solution temperature (CST), was introduced 
to designate the temperature beyond which the solubility of non ionic surfac­
tants in organic solvents increases markedly, as marked by an inflection in 
the solubility curve.10 Mazer and Benedek used the critical micellar tem­
perature (CMT) to refer to the phase boundary between a hydrated solid 
phase and a micellar phase. l1 The CMT value was taken as the midpoint 
of the temperature range over which the hydrated solid phase clarified on 
slow warming with vigorous shaking. 

As can be seen, concepts of the Krafft point fall ito two different 
categories: those involving a phase transition of solid surfactant and those 
involving a solubility increase up to the CMC. The two views are incompat­
ible: according to the former, the Krafft point is a definite temperature (a 
point), whereas according to the latter, it is a narrow temperature range. 
This conflict is addressed in the following sections. 

6.3. The Physicochemical Meaning of the MTR 

The Krafft point has been defined as the temperature at which the 
solubility versus temperature curve intersects the CMC versus temperature 
curve. Let us think about this definition by using Fig. 6.1. 12 If the micelle 
is regarded as a phase, three phases (intermicellar bulk phase, surfactant 
solid phase, and micellar phase) coexist at the Krafft point. The number 
of components is two (water and surfactant), so the Gibbs phase rule 
(f = C - P + 2) gives only one degree of freedom (f, C, and P are the 
number of degrees of freedom, component, and phase, respectively). Thus, 
specifying the pressure automatically determined the Krafft point Tk • From 
Fig. 6.1, this conclusion may seem to apply well and to be consistent with 
the phase rule. However, the same three phases still coexist at every point 
of the solubility curve above the Krafft point-at point P for example. In 
other words, at a constant pressure of 1 atm, innumerable temperatures on 
the curve are in equilibrium with the three phases, which is contrary to the 
conclusion derived from the phase-separation model. Thus, the phase­
separation model cannot be applied to typical micelles with aggregation 
numbers less than a few hundred. This model does apply if the aggregation 
number is infinite: in that case, a phase separation would take place and 
the solubility curve would approach the path Po -+ PK -+ P' with increasing 
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Figure B.1. Changes of the solubility and CMC with temperature: (a) Solubility curve, (b) 
CMC curve; (6.C, narrow concentration range of CMC; 6.T, micelle temperature range). 
(Reproduced with permission of Academic Press.) 

temperature, with the monomer concentration remaining constant at STk • 

Thus, one temperature Tk would be specified at 1 atm pressure. 
When the mass-action model is applied to micellization, on the other 

hand, the following association equilibrium between surfactant monomers 
(S) and micelles (M) can be considered: 

(6.1) 

where Kn is the equilibrium constant of micellization and n is the aggregation 
number of micelles. In this case, there are two degrees of freedom (f = C -
P + 2 - r) because there are two phases (surfactant solution phase and 
surfactant solid phase), three components (water, monomeric surfactant, 
and micelle), and one equilibrium equation, where r is the number of 
equilibrium equations. Then, any two intensive thermodynamic varibles­
temperature and pressure, for example-can specify the system of the 
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solution. This conclusion agrees completely with experimental findings that 
the solubility is determined only by temperature at atmospheric pressure. 
The simplified expression (6.1) may not be adequate to express the general 
micelle formation of ionic surfactants, because counterions and the size 
distribution of micelles are not taken into account, but it is satisfactory for 
discussing the degrees of freedom (see Chapter 4). 

Another approach to the Krafft point is the melting-point model of a 
hydrated solid surfactant. 1,13-1S In this model, the solubility curve represents 
the hydrated surfactant solid below the Krafft point and the melted surfac­
tant phase above it. If the micelle is regarded as a phase, the system must 
be invariant (f = 0) at the Krafft point because four phases (intermicellar 
bulk phase, hydrated surfactant solid phase, melted surfactant phase, and 
micellar phase) coexist for two components. However, experimental 
evidence shows that the CMC changes with pressure. 16,17 

Even if the micelle is regarded as a chemical species, the melting-point 
model is not correct. In this case, the system is monovariant (f = 1), and 
the Krafft point is determined automatically at 1 atm pressure. That seems 
reasonable for a single surfactant solution, but when the model is applied 
to a mixed surfactant solution, it is found to be incorrect. Figure 6.2 shows 
the phase diagram of a water/sodium dodecyl sulfate (SDS)/manganese 
(II) dodecyl sulfate [Mn (DShl system, with temperature as the ordinate. IS 

The CMC of the surfactant mixture gives a curved surface between the 

, , , , , , , 
H2;o----____ ~',~ __ ~ , S 

SDS 
Figure 6.2. Phase diagram of water/sodium dodecyl sulfate/manganese(II) dodecyl sulfate 
system. S? mixed CMC surface. (Reproduced with permission of Academic Press.) 
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CMC-temperature curves of each component. By analogy with the two­
component phase diagram, we can conclude from this three-component 
phase diagram that the rational Krafft point for a binary surfactant mixture 
is determined by the intersection of the mixed CMC surface with both 
humped surfaces of the surfactant solids. 

Consider point P in Fig. 6.2. If the melting-point model is applied, five 
phases coexist at point P [micellar solution, SDS solid, melted SDS, 
Mn(DSh solid, melted Mn(DSh], and the number of degrees of freedom 
is zero. If this were true, phase diagrams like Fig. 6.2 could be drawn only 
at 1 atm pressure. In fact, the solubility and CMC of surfactants have been 
measured from one to several thousand atmospheres. 17,19 

The surface QRSTP' on Fig. 6.2, formed by the intersection between 
the humped surfaces of the two surfactant solids and a plane of constant 
total concentration far above the CMC, looks very similar to a phase diagram 
of two components with a eutectic. This similarity of shape seems to have 
led to the model of melting of a hydrated surfactant solid, and also to a 
thermodynamic analysis of the Krafft point of a binary surfactant mixture 
based on an analogy with the freezing point depression of a binary mixture.2o 

This model gives an absurd conclusion, however, because it neglects the 
presence of the third component, water, which is essential to any discussion 
of micelle formation. Moreover, if a micelle is regarded as a phase, there 
are -1 degrees of freedom-also absurd. 

If a micelle is regarded as a chemical species and no melting of the 
surfactant solids is assumed, two degrees of freedom still remain along the 
line of Po - P - P' (because there are four components, three phases, and 
one equilibrium equation). Temperature therefore specifies the binary sur­
factant system at a definite pressure as long as two surfactant solid phases 
coexist in the system, which is consistent with much experimental evidence. 

Bivalent metal dodecyl sulfates or sulfonates are typical hydrated 
surfactant solids, for example, Cu(DSh· 4H20 and Cu(DSoh' 2H20. For 
both of these compounds, the Krafft point and the phase transition tem­
perature are not the same (Krafft points 19.018 and 53,SOC21, respectively; 
phase transition temperatures 44 and 66°C, respectively12), indicating that 
the melting-point model is wrong. There are cases, however, in which the 
phase transition temperature of the hydrated surfactant solid happens to 
be very near the Krafft point of the surfactant. 22,23 

It can be concluded that the Krafft point is the temperature at which 
the solubility of surfactants as monomers becomes high enough for the 
monomers to commence aggregation or micellization. Recall from Chapter 
4 that the CMC depends on the method used for its determination, and 
that the CMC value should therefore be defined as a narrow temperature 
range24 even though the solubility is definitely determined by temperature 
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alone under conditions of constant pressure. This fact results from the 
polydispersity of micelles, as discussed in Chapter 4. The micelle temperature 
range (MTR) may now be defined as the temperature range delimited by 
the intersection of the solubility versus temperature curve with the CMC 
range versus temperature curve even though each CMC determination 
method yields a single, definite MTR temperature. In other words, the MTR 
is determined by the balance between CMC and solubility and by the 
dependence of both on temperature. 21 ,25 

Now that the definition of the Krafft point has been made clear, it is 
appropriate to make a few remarks about how to shift the MTR to a lower 
temperature, as this is of considerable practical importance for ionic surfac­
tants. From the above definition, it should be clear that there are two ways 
in principle to decrease the MTR: by increasing the monomer solubility of 
the surfactant while leaving the CMC unchanged (process a in Fig. 6.3); 
or by decreasing the CMC while leaving the monomer solubility unchanged 
(process b in Fig. 6.3).12 The first method is closely related to the crystal 
state of the surfactant: the less energetically stable the solid surfactant, 
the higher its solubility. The stability of the solid can be lowered by such 
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Figuf'fJ 6.3. Schematic diagram of the ways to shift the MTR. Process a represents an increase 
of monomer solubility; process b represents a decrease of the CMC value. (Reproduced with 
permission of Academic Press.) 
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manipulations as dispersing the electrical charge of the counterion, increas­
ing the counterion volume, increasing the water of crystallization, and 
introducing a branched chain into the hydrophobic moiety. Alternatively, 
a decrease in MTR linked to a decrease in CMC could be brought about 
by increasing association of counterion to micelle, increasing the hydropho­
bicity of counterion and surfactant ion, and so on. 

It is now easy to understand the changes in MTR obtained by manipu­
lating the aqueous solubility and CMC of tetradecane-1-sulfonates 
[Cn BP(C14h] with the divalent cationic counterion 1, I' - (1, 
w-alkanediyl)bispyridinium 

n = 2,4,6,8, 10, 12, 14 

with a separated electric charge (Figs. 6.4 and 6.5; Table 6.1).26,27 The 
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Figure 6.4. Logarithm of the CMC plotted against alkanediyl chain length at 3SoC (a), 4SOC 
(b), and SsoC (c). (Reproduced with permission of Academic Press.) 
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Figure 6.5. Changes in solubility (0) and CMC (e) with temperature: (a) C2BP(CI4h. (b) 
C6BP( C14h. (c) CIOBP( C14h. and (d) CI4BP( C14h. (Reproduced with permission of Academic 
Press.) 

decrease in the MTR with increasing alkanediyl carbon number from 
C2BP(C14h to C4BP(C14h to C6BP(C14h evidently results from process a 
above, because the solubilities increase while the CMC values remain almost 
the same. The further decreases in MTR for CsBP( C14h and ClOBP( C14h 
are due to both solubility increase and CMC decrease (processes a and b 
combined). The increase of MTR through the minimum for C12BP(C14h 
and C14BP( C14h clearly results from the pronounced stability of the solid 
surfactants (i.e., their low solubility). The decrease in CMC for these two 
surfactants contributes to the decrease in MTR In this case, the effect of 
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Table 6.1. Micelle Temperature Range (MTR) and 
Heat of Dissolution (A1hO) of 1, 1'-[1, (&I - alkanediyl]­

bispyridinium tetradecane-l-sulfonate" 

Surfactant 

C2BP(C14h 
C4Bp(C14h·2H20 
C6BP(C14h 
CSBP(C14h 
C lOBP(C14h 
C12BP(C14h 
C14BP(C14h 

MTR 
(0C) 

34.6 
11.4 
6.0 

<0 
<0 

2.1-2.3 
35.7 

"Reproduced with permission of Academic PresS.26 

106 
98 
80 
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decreased solubility on the MTR increase is much greater than the effect 
of a decrease in CMC on the MTR decrease, judging from the fact that 
MTR depends absolutely on the balance between the monomeric solubility 
and the CMC of surfactants. 

The following general conclusions can be drawn from the above CMC, 
solubility, and MTR values and from A1ho. First, divalent counterions with 
separated electric charge can move readily over the charged micelle surface 
as long as the charge separation is small. Divalent counterions with concen­
trated (e.g., Cu2+) or diffuse (e.g., methylviologen, MV2+) charge show the 
same behavior.21 ,28 Counterions with divalent charges separated by more 
than six methylene groups, on the other hand, become anchored to the 
micellar surface, leading to a decrease in the CMC. Second, the surfactant 
solids with a divalent counterion initially become less stable (more soluble) 
as the charge separation is increased, but beyond a certain charge separation 
become more stable (less soluble). 

Pressure is another thermodynamic parameter that affects the MTR, 
because both the monomer solubility and the CMC are pressure dependent. 
Nevertheless, only a few reports have appeared concerning the effects of 
pressure. 29- 31 Changes in CMC with pressure exhibit a shallow maximum, 
as was seen in Chapter 4. The CMC is less pressure dependent than the 
solubility. Solubility decreases rapidly with increasing pressure because 
dissolution involves a positive volume change. Therefore, the difference 
between CMC and solubility at a given temperature is accentuated by 
pressure, leading to a higher MTR (Fig. 6.6). At high pressure, therefore, 
the solubility increases up to the CMC. 
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Figure 6.6. Changes in the MTR with pressure for typical ionic surfactants: (a) sodium decyl 
sulfate, (b) sodium dodecyl sulfate, (c) sodium tetradecyl sulfate, (d) sodium hexadecyl sulfate, 
(e) hexadecyltrimethylammonium bromide. (Reproduced with permission of the American 
Chemical Society.) 
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6.4. MTR Change of Homologous Suffactants 

The definition of the MTR adopted above can be used to explain 
several experimental facts. The Krafft points of homologous ionic surfac­
tants have been reported to increase with increasing alkyl chain length. 32-36 
The important feature of this increase is that MTR values do not increase 
linearly with alkyl chain carbon number, but instead increase gradually and 
then plateau (Fig. 6.7). The curve shows some irregularities related to even 
versus odd alkyl chain carbon numbers,32,33 a difference that affects the 
solid structure of the substances and therefore such physicochemical proper­
ties as solubility, melting point, and the long spacing ofthe crystal lattice. 37,38 
As shown in Fig. 6.8, the logarithm of both solubility and CMC decreases 
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Figure 6.7. Changes in the MTR with the carbon number of the surfactant alkyl chain: (a) 
sodium soaps of fatty acids, (b) sodium alkyl sulfates. (Reproduced with permission of the 
Chemical Society of Japan.) 



Micelle Temperature Range 125 

solubility 

-_ I 
~- erne 

I -~-
u 
E 
u 
"tl 
t: 
CIS 

.€ 

~ 
"-
~ ... 

"-
"-

CIl 

'c; .. 
Ul 

.. ... 
] .. 
... . t; 
CIS 

~ .. 
...:I 

... 
... .. ... ... ... 

MTR 

l/ternp 

Figure 6.8. Sch~matic illustration of the changes in the MTR with increasing carbon number 
of surfactant ion. (Reproduced with permission of the Chemical Society of Japan.) 

linearly with increasing carbon number in an odd or even series,21,35 where 
the logarithm of solubility is assumed to be less than that of the CMC at 
lower temperature. In addition, the heat of dissolution below the MTR 
becomes more positive with increasing carbon number of the surfactant 
ion,21 i.e., the rate of solubility increase with temperature is more rapid for 
surfactant ions with longer alkyl chains. Conversely, the change in CMC 
with temperature is not strongly affected by alkyl chain length. Using the 
definition of MTR based on the intersection of the solubility and CMC 
curves, the leveling of MTR in Fig. 6.8 is easily understood. 

6.5. MTR Change with Additives 

Adding salts with counterions to an ionic surfactant solution decreases 
the CMC and increases the micellar aggregation number. Excess counterions 
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also decrease the solubility of surfactants below the MTR so as to maintain 
a constant solubility product of counterions and surfactant ion, and thus 
change the MTR. In fact, the MTR of SDS can be increased by increasing 
the concentration of sodium chloride in solution. 11,39 

Because the aim of this section is to show that the definition of the 
MTR given above can be used to explain observed deviations in the MTR, 
the following calculation for estimating the CMT of a surfactant is 
adequate.ll From Eq. (4.38), the relation between the CMC and counterion 
concentration for monodisperse micelle formation is 

In CMC = -(min) In[G] + (lIn) In K" + (lIn) In[M,,] (6.2) 

because the concentration of monomeric surfactant ions at the CMC can 
be replaced by the total surfactant concentration with more than 99% 
confidence for n > 50 (see Chapter 4). In most cases (n > 50), the last term 
on the right-hand side is less than a few percent of the constant term, and 
(6.2) is well approximated by 

In CMC = -(min) In[G] + constant (6.3) 

where ml n is the degree of counterion association with the micelle. The 
linear relationship between In CMC and In[G] has been ascertained in a 
number of experiments.40,41 The CMC of SDS is 8.4 x 10-3 mol· dm-3 , and 
ml n is extrapolated to be 0.72 to 0.7541 at an MTR of 9°C. The value of 
the constant in (6.3) becomes -8.22 and -8.36 for min value of 0.72 and 
0.75, respectively. On the other hand, the solubility of SDS decreases with 
increasing counterion concentration. Keeping the solubility product con­
stant at 9°C, 

(6.4) 

where C is the concentration of surfactant or solubility. From (6.3) and 
(6.4), the difference between CMC and C at 9°C can be evaluated at different 
CNa+ values. The change in CMC with temperature is negligible compared 
with the change in solubility. The MTR can then be determined as the 
temperature at which the difference between the above two concentrations 
drops to zero as a result solely of the increase in solubility with temperature. 
Figure 6.9 shows the MTR range obtained in this way from the two ml n 
values given above, together with the experimental results.ll The heat of 
dissolution used for the calculation is 50 kJ . mol-I •13 The difference of less 
than a few degrees between MTR and CMT, as demonstrated by Mazer 
and Benedek,tl is quite reasonable judging from the definition of CMT. 
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Figure B.9. MTR increase of sodium dodecyl sulfate with increasing sodium chloride con­
centration: ¢ CMC change; (a) mIn = 0.72, (b) mIn = 0175. (Reproduced with permission 
of the Chemical Society of Japan.) 

Inorganic additives do not always elevate the Krafft point. The Krafft 
points of zwitterionic surfactants are depressed by the addition of salts.20 

Organic additives also affect the MTR. Shirahama et al. examined the 
effects of a number of water-soluble organic additives on the CMC and 
solubility of anionic surfactants, and discussed the Krafft points resulting 
from the balance between the twO.42,43 When the effect on the CMC decrease 
was greater than the effect on the solubility change, the MTR decreased. 
This was the case for methanol, ethanol, propranol, acetone, and dioxane. 
Shinoda et aL repoted typical examples of MTR depression owing to CMC 
decrease for some higher alcohols (C6 to Cs),J3 although they used a 
definition of the Krafft point based on the melting point of a hydrated 
surfactant solid. 
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Much effort has been put into finding ways to depress the Krafft points 
of ionic surfactants, for example by introducing oxyethylene14,44 or oxypro­
pylene groups4S between the hydrocarbon chain and the ionic head group. 
In this case, the decrease in the Krafft points is brought about by a decrease 
in the CMC rather than an increase in surfactant solubility. Another area 
of interest is the Krafft points of fluorinated surfactants, which are much 
higher than those of correspondirig hydrocarbon surfactants, largely because 
of the low aqueous solubility of these compounds. 13,46 The effect of the 
solvent on the solubility and CMC is also of interest. Substitution of 
formamide for water greatly increases the CMCs of SDS and 
hexadecyltrimethylammonium bromide, resulting in a higher MTR (55 and 
43°C, respectively).47 The review article by Sowada on the Krafft point is 
very suggestive.48 

The above discussion leads to the following conclusions. 

1. The term micelle temperature range expresses the relation between 
solubility and micelle formation better than Krafft point. 

2. The MTR is determined only by the balance between the CMC and 
solubility and the dependence of both values on temperature. 

3. These relations can be explained perfectly by the mass-action model 
of micelle formation.25 
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7 
Stability of Colloidal Particles 

7. 1. The Debye-Hiicke/ Theory 

The Debye-Hiickel theory is covered in almost all textbooks on electrolyte 
solutions,I,2 but it will be reviewed in this chapter as a tool for modeling 
the interaction between charged colloidal particles of larger size. Because 
electrolytes in aqueous solution dissociate into ionic species that interact 
electrostatically, the concentration dependence of the activity coefficient 
differs sharply for electrolyte and nonelectrolyte solutions. This section is 
devoted to estimating the interaction between ionic species and deriving 
their activity coefficients. Three assumptions are adopted: (1) a solution is 
a dielectric continuum of constant e; (2) ions are hard spheres of diameter 
a; and (3) the concentration is relatively low (at higher concentrations the 
Debye-Hiickel theory is very approximate). Consider a charge density in 
a volume element dv at a distance r from an arbitrarily selected central ion 
and assume the mean electrostatic potential to be t/I,. The Poisson equation 
is used to relate the charge density in dv to the electrical potential t/I,: 

V t/I, = -47rp / e (7.1) 

where V is the Laplacian. 
There is no doubt that the mean distribution of positively and negatively 

charged ions around the central ion is spherically symmetrical, provided 
no additional forces are acting on the ions. The distribution simply represents 
the time-averaged effects of the mutual interaction and thermal motion of 
the ions. Therefore, the Laplacian turns into the following simple form: 

(7.2) 

131 
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The charge density in the volume element is equal to the excess charge 
in the volume element, which is equal to the sum of each ion density nj 
(the average number of i ions per unit volume) times the charge Zje on the 
ion: 

P = ~ njzje 
j 

(7.3) 

where e is the electronic charge. For the central ion, the following equation 
is satisfied from the electroneutrality condition of solution: 

(7.4) 

where ze is the charge of the central ion and '0 is the distance at closest 
approach between the central ion and the surrounding ions. On the other 
hand, the ion density nj in (7.3) is related to the electrical potential by 
Boltzmann's theorem 

nj = n~ exp( -zje!/lrl kT) (7.5) 

where n~ is the average bulk density of i ion at the point where !/Ir = O. This 
is the first Debye-Hiickel approximation. Now, the charge density Pro which 
is a function of , of the volume element, becomes 

Pr = ~ n~zje exp( -zje!/lrl kT) (7.6) 
j 

As mentioned above, there is no additional force applied to the system, 
and therefore the kinetic energy of ions owing to their thermal motion is 
expected to be much greater than their electrostatic energy, i.e., zje!/lrl kT« 1 
(otherwise, complete dissociation of a strong electrolyte could not occur in 
a dilute solution). This is the second Debye-Hiickel approximation, which 
is justified when the solution is sufficiently dilute. Thus, the exponential in 
(7.6) can be expanded in a linear Taylor series, and the Poisson-Boltzmann 
equation finally becomes 

(7.7) 

and 

K2 = (4'ITe21 skT) x ~ n~z: (7.8) 
j 
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where the electroneutrality condition of solution is employed: 

(7.9) 

The symbol K is not only a shorthand symbol but also indicates a very 
important parameter concerning the distribution of ions around the central 
ion. The value of K2 is proportional to ionic strength, and becomes zero as 
the solution approaches an infinite dilution. The linearized Poisson­
Boltzmann equation (7.7) can be solved by the variable transform. The 
substitution Yr = nPr reduces (7.7) to the following form: 

(7.10) 

The differential equation is easily solved, and the solution becomes 

Yr = A exp( -Kr) + B exp(Kr) (7.11) 

or 

I/Ir = A exp( -Kr)/ r + B exp(Kr)/ r (7.11') 

where A and B are the integration constants determined from the physical 
conditions. Since I/Ir ~ 0 as r ~ 00 we have B = o. 

The next problem is to determine another constant A, which can be 
done using conditions (7.4) and (7.6). In the same way as for (7.7), the 
following equation is derived from (7.6): 

(7.12) 

where I/Ir = A exp( -kr)/ r is used for I/Ir in (7.6). Introducing Pr from (7.12) 
into (7.4), we have 

AK 2 e foo r exp( -Kr) dr = ze 
ro 

(7.13) 

Integrating (7.13) by parts gives 

(7.14) 

Finally, we obtain the following equation for the electrical potential I/Ir 
around a central ion whose charge is zje: 

I/Ir = zje exp[ -K(r - a)]/[er(1 + Ka)] (7.15) 
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Here a is used in place of ro (the distance between ions at closest approach). 
The variable a is the sum of the effective radii of ions in solution and is 
the same for all pairs of ions (a rather bold assumption). Equation (7.25) 
is the Debye-Hiickel equation for dilute electrolyte solutions, and is the 
fundamental equation for evaluating the activity coefficients of ionic species 
in solution. 

As is clear from the above derivation of (7.15), the electrical potential 
"'r is the sum of the contributions from the central ion and the surrounding 
ions. These are additive by the principle 

(7.16) 

where "'~ is the contribution of the central ion to the potential and "'~ is 
the contribution by all of the surrounding ions (the ion atmosphere). The 
potential "'~ in the same dielectric continuum is given by 

(7.17) 

Hence, the potential "'~ becomes 

"'~ = (zje/ Er) X {exp[ -K(r - a)]/(l + Ka) - I} (7.18) 

This equation is applicable over the range r > a. On the other hand, no 
other ions enter the spherical region r < a, and therefore the potential "': 
remains constant within the sphere. The substitution r = a reduces (7.18) to 

(7.19) 

This is the electrical potential imposed on the central ion by all of the 
surrounding ions when the charge of the central ion is zje. The central ion 
then comes to occupy the center of the spherically constant potential due 
to the ion atmosphere, which results, in tum, from the electrical potential 
of the central ion. It can be said from (7.19) that the sourrounding ions are 
distributed over a spherical surface at a distance (a + 1/ K) from the center 
of the sphere, so that their total charge is equal and opposite to the charge 
of the central ion. The parameter 1/ K, called the radius of the ion atmosphere, 
represents the distance of the ion atmosphere from the central ion at closest 
approach (Fig. 7.1). Therefore, the free energy change flG of the central 
ion owing to electrical interaction with the surrounding ion atmosphere is 
obtained by the following evaluation: 

r z~ r z.e 

flG = Jo "': dp = - Jo J [KZje/ E(l + Ka)] d(zje) 

= -KzJe2/[2E(l + Ka)] (7.20) 



Stsbility of Colloidsl Psrticles 

Figure 7.1. Schematic illustration 
of charge distribution around cen­
tral ion of charge zje. 1/ K, radius 
of ion atmosphere. 
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sphere of ion atmosphere 

where p is the charge in the electric field "':. This free energy is also the 
excess energy of ideal mixing and contributes to the activity coefficient 'Yj 
of an ion with charge zje. By analogy with (3.34) and (3.35), the activity 
coefficient takes the form 

On the other hand, K is related to the ionic strength I 

because the parameters in (7.8) have the following relations: 

n? = CiNjl000 

I =L Ciz7!2 
i 

(7.21) 

(7.22) 

(7.23) 

(7.24) 

where N is Avogadro's number and Ci is a molar concentration. Equation 
(7.21) is an individual ionic activity coefficient, but it cannot be indepen­
dently determined by experiment. The activity coefficient that can be deter­
mined is the mean activity coefficient 'Y±, which is given by 

(7.25) 
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for an electrolyte that dissociates in solution to produce "+ cations of valency 
z+ and ,,_ anions ofvalency z-, where the following equations are employed: 

"+ In 'Y+ + ,,_In 'Y- = ("+ + ,,-) In 'Y± (7.26) 

(7.27) 

Finally, the mean activity coefficient in aqueous solution is expressed in 
terms of the ionic strength I as 

(7.28) 

where e = 78.3 at 298.15 K and a is the length in centimeters. 

7.2. The Diffuse Double Layer 

The distribution of ions under an electric potential is determined by 
their potential energy and their thermal kinetic energy. This is also the case 
for ions coexisting in solution with colloidal particles. When one colloidal 
particle is immersed in an ionic solution, the particle is surrounded by an 
electric double layer. One layer is formed by charges at the surface of the 
particle, arising either from ions adsorbed out of solution or from dissociated 
ions of the particle components. The other layer, called the diffuse layer, is 
formed by an excess of oppositely charged ions in the solution adjacent to 
the charged surface of the particle. The double layer therefore results from 
an unequal distribution of positive and negative ions at a charged phase 
boundary (Fig. 7.2). Even though the ions are of finite size, the surface 
charge is assumed to be homogeneous, and the ions in the solution either 
are regarded as point charges or are assumed to carry a continuous space 
charge owing to their time average, resulting in a smooth change of electric 
potential. 

The colloidal particle is assumed to be so large compared to the ions 
that its surface may be regarded as a plane. The electric potential and the 
charge density then become a function of the distance I from the charged 
surface (a flat charged plane). Hence, the Poisson equation (7.2) is written 
as 

(7.29) 

The key difference between this presentation and the Debye-Hiickel 
theory is that the electrical surface potential is not always smaller than the 
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plane of surface charge 

a 

Distance from Plane of Surface <;:harge/ I 

Ul 
C 
0 - b .... 
0 

.~ 
~ 

Cl 

nQ 
I 

Figure 7.2. Diffuse double layer and ion distribution: (a) electric potential, (b) concentrations 
of counterions and coions. 

kinetic energy. For example, at 25°C the electric potential corresponding 
to the kinetic energy kT is 25.7 mY. The charge density in the diffuse layer 
(determined by the equilibrium distribution of everyion) is also expressed 
by (7.6), but the exponential term in (7.6) cannot be expanded in a linear 
form as in the Debye-Hiickel theory. Let us make the following simplifying 
assumptions that electrolytes in the solution are symmetric: z+ = Iz-I = z 
and n~ = n~ = nO. The Poisson-Boltzmann equation then becomes 

Now, the following substitutions 

y = zel/l/kT and x = Kl (7.31) 
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reduce (7.30) to the simplified form 

(7.32) 

where the parameter K2 from (7.8) reads as 

(7.33) 

Multiplying both sides of (7.32) by 2dy / dx and integrating once with respect 
to x under the boundary conditions, y = 0 and dy / dx = 0 for x = 00, we 
obtain 

dy/dx = -(2 cosh y - 2)1/2 = -2 sinh(y/2) (7.34) 

The minus sign results from the slope of y, which is assumed to be positive 
here (Fig. 7.2). Mter a second integration of (7.34) under the conditions 
1/1 = 1/10 or y = Yo for x = 0, we obtain 

exp(y/2) = {exp(yo/2) + 1 + [exp(yo/2) -1] x exp(-x)}/ 

{exp(yo/2) + 1- [exp(yo/2) -1] x exp(-x)} (7.35) 

Rearranging (7.35) using the parameters of (7.31) and (7.33), we finally 
obtain 

1/1 = (2kT/ ze) x In{[1 + g exp( -Kl)]/[1 - g exp( -KIm (7.36) 

where 

g = [exp(zel/lo/2kT) - 1]/[exp(zel/lo/2kT) + 1] (7.37) 

The electrical potential 1/1 decays exponentially against larger I, irrespec­
tive of the magnitude of 1/10. When the electrical potential is much less than 
25.7 mY, on the other hand, the Poisson-Boltzmann equation takes the form 

(7.38) 

Then the solution is the same as for (7.10) and becomes 

1/1 = 1/10 exp( -KI) (7.39) 
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This is the Debye-Hiickel approximation. 1/ I( is called the thickness of the 
double layer and is the distance from the surface to the center of charges 
in the double layer, as can be seen below. 

By analogy with (7.4), the surface charge density Uo is written from 
the electroneutrality condition as 

Uo = - IXl PI dl (7.40) 

By introducing (7.29) for pinto (7.40), there results 

The surface charge density Uo is now found to be proportional to the initial 
slope of the electric potential. Furthermore, the initial slope can be evaluated 
by (7.34) to be 

(d",/dl),=o = -(8'1T'nokT/ e )1/2 X (2 cosh Yo - 2)1/2 

= -(32'1T'nokT / e )1/2 x sinh(Yo/2) 

and therefore 

(7.42) 

(7.43) 

In cases where the Debye-Hiickel approximation is applicable (when "'« 25.7 mY), Uo becomes simpler 

(7.44) 

Now the relation between Uo and "'0 is just like that of a parallel plate 
condenser, where the distance 1/ k between the plates is roughly expressed 
by 

1/ I( = 4.3 X 10-8/ z..{E (cm) (7.45) 

for an aqueous solution at 25°C where e = 78.3 and C is the molar concentra­
tion. Thus, the thickness of the double layer increases with decreasing 
concentration of ions. 
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7.3. Potential Energy Due to Electrical Double Layers 

When two charged colloidal particles approach each other, the electrical 
double layers overlap and interact, causing the free energy of the two 
particles to change. Two ways to evaluate the free energy have been reported: 
one, by Verwey and Overbeek,3,4 is based on an electrical energy, and the 
other, by Derjaguin and Landau,s,6 is derived from a force working between 
the two particles. The two give essentially identical results. The present 
discussion is made from the latter point of view, where the problem is to 
evaluate the electrical repulsive interaction as a function of the distance 
between two particles having the same electric charge. As above, the particle 
is assumed to be' large enough that its surface can be regarded as flat. 

Figure 7.3 shows two large parallel plates with surface electric potentials 
1/10 spaced 2d apart. The solution for (7.32) satisfying the boundary condi­
tions Y = Yd = zel/ld/kT and dy/dx = 0 for 1= d is similarly obtained in 
the form 

dy/dx = -(2 coshy - 2 coshYd)I/2 (7.46) 

or 

The solution of (7.46) is not given in a closed form, but is available from 
a table.1 Let us suppose, as a proper approximation, that the electrical 
potential Yd at I = d is a sum of the potentials of the two double layers, 
when the overlap between the double layers is small (the two plates are far 
apart). In this case, Kd » 1, (7.36) can be transformed to the simpler form 

y = 21n{1 + 2g exp( -x)} = 4g exp( -x) 

f---+ Distance between Plates/ I d 
l 

Figure 7.3. Interaction of diffuse double layers by overlapping. 

(7.47) 
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Then we have the following equation for Yd : 

Yd = 2y = 8g exp( -Kd) (7.48) 

Next, let us consider a balance of forces impinging on a space charge in a 
volume element of volume d~ unit area, and thickness dl located in the 
diffuse layer (Fig. 7.4). The gradient of hydrostatic pressure dP and the 
force on a space charge p under an electric field should balance each other: 

dP + P dl/l = 0 (7.49) 

Introducing (7.29) into (7.49), we have 

(d/dl)[P - (e/81T)(dl/l/dl)2] = 0 (7.50) 

or 

P - (e/81T)(dl/l/dl)2 = constant (7.50') 

Thus, the difference between the hydrostatic pressure and the electric force 
IE turns out to be constant at every point. The physical condition that 
P = Poo for dl/l/dl = 0 at the point far from the charged surface leads to 

(7.51) 

unit area 

I/J =O;P=P .. 

Figure 7.4. Forces in balance imposed upon space charge in volume element (dl) in diffuse 
layer: IE. electric force; P, pressure. 
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and 

(7.52) 

The next problem is to evaluate the electrostatic force imposed upon 
the charged surface by an excess opposite charge in the diffuse layer. The 
electric force expressed by (7.52) presses the space charge toward the 
charged surface. This force gradually increases from zero to the final value 

f~ = (e/81T) (dt/l/dl)~ at 1 = 0 (7.52') 

in the thin liquid layer adjacent to the charged surface. Conversely, the 
charged surface of the plate experiences an equal force from the thin layer 
working toward the outer bulk solution, owing to the excess opposite charge 
in the diffuse layer. As is clear from (7.52'), the value of [(dt/l/dl)o]d at the 
inner plate surface is a function of the plate separation, and decreases with 
decreasing distance between the plates. The force from this slope works 
toward the inner bulk solution. Hence, the resultant force pointing outward 
can be written as 

(7.53) 

Introducing (7.42) and (7.46') into (7.53) leads finally to 

(7.54) 

We can conclude that uneven charge distribution in the diffuse layers on 
both sides of a plate leads to an excess force that pushes the plates apart. 
The same result was also derived by Langmuir,8 who used the osmotic 
pressure caused by the excess ions present between the two plates. 

The potential energy VR for the resultant repulsive force is given by 
the following integration for the two plates: 

(7.55) 

In this case, the electrical potential Yd midway between the plates can be 
small (Yd < 1), and then the repulsive force of (7.54) simplifies to 

(7.56) 
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where the potential of (7.48) is used for (7.56). By introducing (7.56) into 
(7.55) and integrating, we obtain 

(7.57) 

This is the potential energy needed to bring the two charged parallel plates 
from infinite separation to a separation of 2d against the repulsive force. 
According to tabulated values of Kd/ the range Kd > 2 satisfies the condition 
Yd < 1. Therefore, (7.57) is valid only for the regon Kd > 2. Furthermore, 
the following equations are given for the repulsive potential between 
spherical particles4: 

VR (1) = (eR"'~/2) x In [1 + exp( -Kl)] 

= [ER2",~/(1 + 2R)] x exp( -Kl) 

for KR » 1 

for KR« 1 

where the parameters R, r, and 1 are as shown in Fig. 7.5. 

7.4. Potential Energy Due to the van der Waals­
London Force 

(7.58) 

(7.58') 

An attractive force between neutral molecules can be explained to some 
extent by a dipole-dipole interaction when the particles carry a dipole 
moment. Such an attractive force even exists between nonpolar molecules 
as a result of the influence of electron motion in one atom on the motion 
in the other atom. This force was elucidated by London on the basis of 
wave mechanics.9 The charge fluctuations in one atom or molecule induce 
a fluctuating electric dipole in the other atom or molecule. A dipole-induced 
dipole interaction is thus set up, which in turn leads to an attractive 
interaction between the atoms or molecules. The attractive potential due to 
this force is expressed as 

Figure 7.5. Coordinate parameters for 
two spherical particles: R, radius; ~ dist­
ance between two surfaces; r, distance 
between centers of two spheres. 

(7.59) 
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where ,\ is a constant depending on the properties of atoms or molecules 
and r is the distance between them. The constant ,\ is called the van der 
Waals-London constant, and is given by London for two equal atoms as 

(7.60) 

where a is polarizability and hvo is the energy corresponding to the chief 
specific frequency vo. Therefore, the attractive energy VA between two 
colloidal particles having molecular or atomic density nJ cm3 is obtained 
by summing the attractive potentials for all pairs formed among them: 

(7.61) 

where dVI and dV2 are, respectively, the volume elements in the total volumes 
VI and V2 of colloidal particles 1 and 2. 

The expression evaluated by integration will be given below for two 
cases: one involving two large parallel plates and the other involving two 
spheres of equal radius. The total attractive force per unit area (1 cm2) of 
the plate is finally given asIO 

(7.62) 

where the variables I and B are as shown in Fig. 7.6. The corresponding 

I 

I )1 
I 

Figure 7.6. Dimensions of two parallel 
plates and the van der Waals-London 
force f. 
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attractive potential VA is then obtained by integrating with respect to 1 from 
00 to 2d: 

= -(A/481T) x [1/ d 2 + 1/(d + 8)2 - 2/(d + 8/2)2] (7.63) 

with the following useful approximations: 

VA (2d) = -A8 2/321Td 4 for d » 8 

= -(A/ 481T) x (1/ d 2 - 7/82) 

for d« 8 

where A is the Hamaker constant: 

for d < 8 

(7.64) 

(7.64') 

(7.64") 

(7.65) 

For two spheres of equal radius, the following equation was derived 
by Hamakerll : 

where the variables R, r, and 1 are as shown in Fig. 7.5. This equation can 
also be approximated as: 

VA(/) = -(A/12)(R/l) for 1« R(r = 2R) 

= -(16A/9)(R6 /16 ) for I» R 

(7.67) 

(7.67') 

7.5. Total Potential Energy and the Schulze-Hardy Rule 

The total potential energy ~ of two colloidal particles is a sum of VR 

and VA' Whether the two particles coagulate depends on the height of 
Vmax-i.e., on the magnitude of the potential barrier of ~-as shown in 
Fig. 7.7. When Vrnax is much lager than the thermal kinetic energy of the 
two particles (>15 kT), coagulation does not take place. Generally, Vrnax 
depends on V R rather than VA, because the contribution of the latter to ~ 
is always negative. When the surface potential 1/10 is high and the ionic 
strength is low, the overlap of two diffuse layers becomes large at a shorter 
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Figure 7.7. Values of VR • VA. and 
Vt as a function of interplate dist­
ance 2d. 

interparticle distance, resulting in a high potential barrier and no coagula­
tion. Conversely, at a higher electrolyte concentration the electrical potential 
decays more rapidly, and VR is much less at a larger separation. Then Vmax 

becomes small enough for coagulation to occur. The electrolyte concentra­
tion that brings about coagulation is called the coagulation concentration 
or critical flocculation concentration (Ce). This concentration is determined 
mathematically by such conditions as 

V,(2d) = 0 and d V,(2d)/ dd = 0 (7.68) 

which correspond to the Lerit line in Fig. 7.7. 
For colloidal particles of larger size, Eqs. (7.57) and (7.64") are appli­

cable for VR and VA, respectively. The total energy V; then becomes 

and 

(7.70) 
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The relation VR = - VA reduces (7.70) to 

Kd = 1 (7.71) 

Introducing (7.71) into (7.69) yields 

(64nokT/ K) x g2 exp( -2) = AK 2/48?T (7.72) 

Finally, we have the following relations for the concentration Cc : 

where T = 298.15 K. E = 78.3, and Cc is the molar concentration. 
When 1/10 is large (>200 mV) or g = 1, the flocculation concentration 

Cc is inversely proportional to the sixth power of the valency of the ions. 
Therefore, for the concentration ratio of Cc one-to-one, two-to-two, and 
three-to-three types of electrolytes, the following equation is given: 

(7.74) 

This is the well-known empirical Schulze-Hardy rule of coagulation con­
centration, which has been confirmed experimentally in many colloidal 
systems. The above theory of dispersion and coagulation of colloidal parti­
cles, based on the repulsive interaction between two diffuse layers and on 
the attractive interaction owing to the van der Waals-London force, is called 
the Derjaguin-Landau-Verwey-Overbeek (D.L.V.O.) theory. 

We know that VA is inversely proportional to d2, whereas VR decreases 
exponentially with the distance 2d. Thus, at short and long distances of d, 
VA becomes larger than VR , but at intermediate distances the two particles 
repel each other strongly due to the repulsion of Born and Mayer. Thus, 
~ has two minima, as shown in Fig. 7.7: a deep one at a short interparticle 
distance and a shallow one at a relatively long interparticle distance. Coagu­
lation takes place at the first deep minimum. The secondary minimum plays 
an important role for plate- or rod-like particles that have a wide interparticle 
contact area. However, because the second minimum is relatively shallow, 
the coagulation induced by it is easily broken by an external force. This 
effect is closely related to rheological phenomena of colloidal suspensions. 

Finally, a few remarks are in order concerning the interaction of 
spherical colloids of radius R. When 1/10 is relatively small and the radius 
is much larger than the thickness of the double layer (R » 1/ K), the repUlsive 
potential is given by (7.58). On the other hand, the attractive potential is 
expressed by (7.67) for R » I. Thus, the total potential energy becomes 

~ = (ERI/I~/2) x In [1 + exp( -K/)] - AR/121 = RV(I/Io, K, A, I) (7.75) 
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It is evident from (7.75) that Yt is proportional to the radius of colloidal 
particles. In other words, Vmax decreases with decreasing radius, and floccu­
lation therefore is easier for small colloidal particles as long as the remaining 
parameters 1/10, IC, A, and I remain constant. 

The above discussions are based on the electric double layer that 
originates from the surface potential 1/10 (Goiiy-Chapman model). Strictly 
speaking, however, 1/10 is not suitable, because the model includes some 
assumptions. For example, the typical assumption of point charges leads 
to absurdly high ion concentrations adjacent to the charged surface for ions 
of a finite size. In order to take the size of ions into account, Stem 12 placed 
a plane of the electric potential I/Ill made of specifically adsorbed counterions 
at a distance 8 from the charged surface of 1/10, where the counterions are 
attached to the charged surface strongly enough to overcome their thermal 
energy. This layer of adsorbed ions is called the Stern layerP Thus, more 
reasonable discussions of the theory should be conducted using I/Ill instead 
of 1/10, where I/Ill can vary with the kinds of attached ions and with the 
interparticle distance.14 
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8 
Adsorption of Surfactants 

8.1. Introduction 

One of the most striking physicochemical characteristics of surfactants is 
their ability to reduce interfacial tension at low concentration. Surface-active 
agents are defined by this property. Unlike surfactants, inorganic salts 
increase the interfacial tension. This difference between surfactants and 
inorganic salts depends on the way the solute is adsorbed at an interface: 
surfactants show positive adsorption, whereas inorganic salts show negative 
adsorption. The extent of positive adsorption of a surfactant depends 
entirely on its chemical structure and on the solvent. This chapter develops 
the physical meaning of interfacial tension and the relation between inter­
facial tension change and surfactant concentration in order to elucidate the 
nature of surface activity.1-4 

8.2. Surface Tension 

Bulk phases contact each other at an interface. The region near the 
interface differs in physicochemical properties from the bulk phase far from 
the interface. This difference gives rise to interfacial tension. In this section, 
the interfacial tension is discussed first in terms of mechanics and then 
thermodynamics. 

Let us take two homogeneous bulk phases a and f3 (Fig. 8.1). The 
interfacial layer between them experiences a normal tension t parallel to 
the Y axis and varying with Z. The origin A is set up at an arbitrary point 
in the a phase. The only mechanical force is the pressure in the bulk phases, 
and the interfacial layer is subject to tension. Consider a rectangular plane 

149 
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fJ phase 
B Z=A 

------------------------~B' 

interfacial layer t( Z) ~<----I 

-------------------------------1 A 

a phase 

A Z=O 

Figure 8.1. Schematic illustration of the interfacial region. Pa , hydrostatic pressure of a phase 
a up to A'; P", hydrostatic pressure of a phase fJ uniform down to B'; t(Z), tension varying 
with position Z. (Reproduced with permission of Longman.) 

normal to the interface, formed by the movement of the normal AB by one 
unit length, where point B is located in the bulk phase {:l In place of the 
real situation diagrammed in Fig. 8.1, a simplified, equivalent model is 
assumed, where the two phases remain uniform up to a geometric surface 
called the sUrfaclo/ tension (Fig. 8.2).4 The tension t is taken as positive 
and pressure P as negative. The following two equations result from the 
assumptions that (1) the total tension across A'B' of Fig. 8.1 ("reality") is 
equivalent to the summation of the corresponding interfacial tension and 
pressure in the model: 
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B 

/l phase 

surface of tension 

----------------
______________ r~--------~ 

- - - - - - - - - - - - -----~-""'---+--

a phase 

A unit length 

Figure 8.2. Simplified model of interfacial region constructed to place the surface of tension. 
'Y, interfacial tension; d, thickness of surface layer; Z.." position of surface of tension on Z 
axis; other symbols are the same as in Fig. 8.1. (Reproduced with permission of Longman.) 

(8.1) 

and (2) the moments about A' are the same in reality and the model 

fad tZ dZ = 'Yz.y - PaZ"(Z.t12) - PfJ(d - Z"()[(d + Z"()/2] (8.2) 

The above two equations can be rearranged, respectively, as 

'Y = rz.., (Pa + t) dZ + fd (PfJ + t) dZ Jo z.., (8.1') 
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and 

'YZy = rzy (Pa + t)Z dZ + fd (PJ3 + t)Z dZ (8.2') Jo Zy 

Thus, the microscopic state of the interfacial layer determines both the 
value of the surface tension and the location of the surface of tension (Zy)' 

Let us now consider the interfacial tension of a plane interface from 
the thermodynamic point of view. On the basis of the concept of Guggen­
heim,3 the Helmholtz free energy A of the entire system (phases a and f3 
plus the interfacial layer) is expressed by the following equations: 

dA = -S d T - P d V + 'Y da + L J.'i dni (8.3) 
i 

and then 

'Y == (aAjaah,v,n; (8.4) 

where 'Y is an interfacial area. The pressure P and the chemical potentials 
J.'i remain constant throughout the system because the pressure is the 
environmental variable and the whole system is in equilibrium. If tem­
perature, pressure, and composition are kept constant, integration of (8.3) 
leads to 

(8.5) 

For interfacial tension in this case, also, the Z axis is normal to the plane 
interface. The bottom (A) of the whole system is at Z = 0 in phase a and 
the top (B) is at Z = A in phase f3 (Fig. 8.1). The quantity Ci(Z) is the mean 
molecular concentration per unit volume of component i at Z, and Ai(Z) 
is the mean contribution of component i to.A at Z. Then, we have 

V= t~ adZ (8.6) 

ni = f' aCi(Z) dZ (8.7) 

(8.8) 
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Substituting Eqs. (8.6), (8.7), and (8.8) into (8.5), we obtain 

'}' = L' [P - P'(Z)] dZ (8.9) 

where 

P'(Z) = L Ci(Z)[#Li - A;(Z)] (8.10) 
i 

In either homogeneous bulk phase, P'(Z) = P. Then, the Z range that 
contributes the surface tension in (8.9) is an inhomogeneous interfacial 
layer at which a pressure P'(Z) is replaced by a tension opposite in direction 
to the pressure. Therefore, (8.9) becomes identical with (8.1') and, in 
addition, the mathematical plane of tension is located by fundamental 
mechanics, as in (8.2') 

Z"I = (1/'}') x [ [P - P'(Z)]Z dZ (8.11) 

The interface is more often curved than plane. This section considers 
the case in which the surface is spherical. The curvature is assumed to be 
sufficiently large that (1) edge effects may be neglected and (2) both phases 
achieve their bulk properties on either side of the interface (Fig. 8.3). 

Figure 8.3 shows a spherical cone of solid angle w where r is the 
distance from the center of the cone. The cone contains ni molecules between 
r = R", (phase a) and r = Rf3 (phase f3) at temperature T, where the 
constraint is that contours of equal density, etc., lie on spherical surfaces 
centered on r = O. The equilibrium pressure: in the homogeneous bulk 
phases are P", and Pf3. By analogy with (8.3) dA for the whole system is 

dA = -S dT - Pf3wR~ dRf3 + P",wR~ dR", + u dw + L #Li dni (8.12) 
i 

where 

(8.13) 

Integrating this equation at constant T, R"" Rf3 , and composition, we have 

uw = A - L #Lini 
i 

(8.14) 
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Figure B.3. Spherical cone includ­
ing interfacial region. lIJ, solid 
angle; r, distance from the center 
of cone; R.;, position of r for the 
bottom of the cone container; R/l' 
position of r for the top of the cone 
container: R, position of r for the 
dividing interface. (Reproduced 
with permission of the American 
Chemical Society.) 

To define the interfacial area a = wR2 , the dividing surface must be 
placed somewhere between phases a and p, from the thermodynamic point 
of view. The two phase volumes Va and VJI and the interfacial area a can 
be expressed as follows: 

Va = (w/3)(R3 - R!) (8.15) 

(8.16) 

(8.17) 

Then, their total derivatives become, respectively, 

dVa = (dw/3)(R 3 - R!) + w(R2 dR - R! dRa) (8.18) 

(8.19) 

da = R2 dw + 2wR dR (8.20) 
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Solving (8.18), (8.19), and (8.20) for dRa, dRtI , and dCLI in terms of d Va, 
d VtI , da, and dR, substituting these expressions into (8.12), and using (8.14) 
to eliminate U', we obtain 

dA = -8 d T - Pa d Va - Ptl d VtI + 'Y da + ~ dR + L J£i dni (8.21) 
i 

where 'Y and ~ satisfy the equations 

(8.22) 

(8.23) 

Equation (8.22) is consistent with the result of integrating (8.21) at constant 
T, R, an composition-that is, (8.21) applies to a system in complete 
equilibrium. Therefore, A does not vary with displacement of the interface, 
and R is not an independent variable. This leads to the cancellation of the 
~ dR term (~= 0), and the dividing surface is automatically determined 
from this condition 

(8.24) 

Then dA becomes 

dA = -8 dT - Pa dVa - Ptl dV13 + 'Y da + L J£i dni (8.25) 
i 

and a very useful expression for surface thermodynamics is obtained from 
(8.22): 

a d'Y = -8 dT + Va dPa + VI3 dP13 - L J£i dni (8.26) 
i 

In the plane interface, Pa = P13 = P and V = Va + V13 • Thus, (8.26) becomes 

a d'Y = -8 dT + V dP - L ni dJ£i (8.27) 
i 

which is the Gibbs-Duhem equation for an interface. 
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8.3. Thermodynamics of Adsorption 

Let us consider two bulk phases divided by an interface. Figure 8.4 
shows the interfacial region, composed of two homogeneous bulk phases 
a and f3 and an inhomogeneous interfacial layer. When a mathematical 
dividing plane (of thickness zero) is placed somewhere in the interfacial 
region, the total amount in moles nj of the component is given by the 
following equation: 

(8.28) 

where nf and nr are the moles of component i present in phases a and {3, 
respectively, assuming the phases remain homogeneous up to the dividing 
surface, and nf is the number of moles adsorbed at the interface. The latter 
quantity, called the interfacial excess (the surface excess if the {3 phase is 

Cf 

----7 Concentration 

nfl 
I 

C,( 

{3 phase 

interfacial 
layer 

a phase 

Figure S.4. Exaggerated illustration of the interfacial region. u, dividing surface; Ci and cf, 
concentrations of species i in a and fJ phases, respectively. 
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gaseous) is equal to the area shown in Fig. 8.4. Thus, the total volume 
becomes 

V= va + VI3 (8.29) 

and the total mole of component i is written as 

(8.30) 

where e~ and ef are the concentrations of component i in moles per unit 
volume in the homogeneous bulk phases a and {3, respectively. From (8.30), 
it is now evident that nf depends only on va or the position of the dividing 
interface, because the other variables are definite. The adsorption C of 
component i is defined by 

fi=nf/a (8.31) 

It is very important to select thermodynamic quantities that are invariant 
with respect to the position of the dividing interface, especially for the 
discussion on the surface quantities based on experimental results. The 
volume Va is expressed by the following equation with respect to component 
1 from (8.30): 

(8.32) 

After introducing (8.32) into (8.30) and rearranging, we obtain the following 
equation for the relative adsorption of C(l) of i with respect to component 
1 (by convention, the solvent is designated component 1): 

r i (1) "'" r i - rl(er - ei)/(ef - en 
= [ni - Vcr - (nl - Ve~)(ef - en/(e~ - en]/ a (8.33) 

The relative adsorption amount f i (1) turns out to be invariant with respect 
to the dividing interface, as is clear from the definite values of the variables 
in the right-hand side of the last equality, even though fi ,and fl depend 
on the location of the dividing surface. 

The next step is to make clear the Gibbs adsorption amount, using the 
above relative adsorption. Recall (8.27), in which the interfacial tension is 
a function of i + 2 independent variables. However, the Gibbs phase rule 
permits only i independent variables for two phases including i components. 
Therefore, the problem is how to reduce the number of intensive variables 
by two while keeping thermodynamical consistency. The Gibbs-Duhem 
equations for two homogeneous phases a and {3, respectively, are 

- sa d T + Va dP - L n ~ dJLi = 0 (8.34) 
i 
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-Sf3 dT + Vf3 dP - L n~ dILi = 0 (8.35) 
i 

Introducing (8.34) and (8.35) into (8.27), we have 

a dy = -SO" dT - L nf dILi (8.36) 
i 

where the interfacial entropy SO" 

(8.37) 

and (8.29) are employed. As for (8.37), the interfacial energies are defined 
respectively as 

GO" = AO" - ay = L ILinf 
i 

(8.38) 

(8.39) 

(8.40) 

We have now reduced the degrees offreedom by one, employing (8.29) 
with respect to the volume. On the other hand, from (8.34) and (8.35), the 
Gibbs-Duhem equations per unit volume for homogeneous bulk phases 
become the following: 

dP = sa d T + L c~ dILi (8.41) 
i 

dP = sf3 dT + L c~ dILi (8.42) 
i 

for phases a and /3, respectively. From (8.41) and (8.42) dILl becomes 

dILl = _[(sa - s(3)/(cr - c~)] dT - L [(c~ - cr)/(cr - c~)] dILi (8.43) 
i=2 

Introduction of the above dILl into (8.36) leads to 

dy = -(1/ a)[SO" - nnsa - s(3)/(cr - c~)] dT 

- L [f j - fl(C~ - cr)/(cr - c~)] dILi (8.44) 
i=2 
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This is the Gibbs-Duhem equation for surface adsorption. Now 'Y can be 
expressed in terms of i independent intensive variables, which is consistent 
with the phase rule. The important point is that the coefficient of the second 
term is the relative adsorption of component i with respect to component 
1. Then, we have 

(8.45) 

(8.46) 

It should be stressed that the above derivatives are independent of the 
placement of the dividing surface. When the dividing surface is placed such 
that r 1 = 0, r i (1) becomes equal to rio and the dividing surface is called the 
Gibbs dividing surface. 

The above procedure for reducing the intensive variables by two is too 
conventional, even though the result is consistent with the phase rule. In 
fact, we cannot use (8.44) to discuss or measure the effects of pressure on 
surface phenomena because it has no V dP term; in reality, interfacial 
tension is a function of pressure. 

The following discussion is devoted to the mathematical procedure for 
decreasing the number of degrees of freedom by two from (8.27) for a plane 
interface.6 The interfacial tension 'Y is a function of i + 2 variables (T, P, jLi) 
by this equation. However, not all of these are independent; two of them 
can be expressed by the remaining i variables from (8.41) and (8.42), 
resulting in i degrees of freedom according to the Gibb s phase rule. The 
elegant way to eliminate two from i + 2 variables is to introduce two 
parameters, A a and AfJ. Multiplying (8.41) by A a and (8.42) by AfJ, adding 
them to (8.27), and dividing by a, we obtain 

d'Y = - (s - A 0< sO< - A fJ sfJ) d T + (A - A 0< - A fJ) dP 

- L (n~ - A o<cf - A"'c~) djLi 
i=1 

(8.47) 

where s = S / a, A = V / a, and n~ = nJ a. Any two differentials on the right­
hand side of (8.47) are eliminated simply by choosing A 0< and A'" so that 
their coefficients become zero. Alternatively, these differentials can be elimi­
nated by expressing any two differentials by the remaining i differentials 
with use of (8.41) and (8.42) and introducing them into (8.27). Defining s', 
Td, and rio respectively, as 

(8.48) 
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we obtain the following equation: 

d'Y=-sSdT+TddP- L f;dlL; 
;=1 

Chapter 8 

(8.49) 

(8.50) 

(8.51) 

The point is that any two independent variables can be eliminated simply 
by making their coefficients equal to zero. 

The Gibbs adsorption equation corresponds to selecting Td and f 1 as 
the coefficients of the two variables: 

A - A" - AfJ = 0 

(8.52) 

Then, A" and AfJ become respectively: 

A" = (Ae~ - nD/(e~ - en; AfJ = (n~ - Aen/(e~ - en (8.52') 

and f; becomes 

f; = n~ - Aef - (n~ - Ae~)(ef - en/(e~ - en (8.53) 

which is the same as Eq. (8.33) for the relative adsorption of i with respect 
to component 1. 

Surface tension is ususally measured in the presence of air (component 
2), and the effects of concentration of another component, temperature, 
and pressure on the surface tension are examined to determine respectively 
the relative adsorption, the entropy change, and the volume change upon 
adsorption. For this examination, the two coefficients to be eliminated are 
those of the solvent (component 1), and air: 

Thus, (8.51) reduces to 

d'Y = -ssdT+ TddP - L f; dlL; 
;=3 

(8.54) 

(8.55) 

and the derivatives of 'Y with respect to temperature, pressure, and chemical 
potential respectively become 

(iJ'Y/iJT)p,I'-' = -ss (8.56) 
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(8.57) 

(8.58) 

where A a and Af3 have respectively the following equations: 

(8.54') 

As a result, f j becomes invariant with respect to the dividing plane positions 
Aa andA f3 

(8.59) 

Figure 8.5 illustrates schematically A a, Af3, T d , and C.7 The slope against 
pressure of an interfacial tension between two phases of only two com­
ponents indicates the dimensions of the interfacial range. The question is 
whether Td is always positive and what fj means when Td is negative for a 
three-component system. Fortunately, however, Td has been positive in 

a 

o~ ca 
2 

CII C2 

C~ 
2 T 

Aa 

1 ca , 

Figure 8.5. Schematic illustration of the two dividing planes, P a and P /I' and the relative 
adsorption, rio (Reproduced with permission of the American Chemical Society.) 
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many experimental results, judging from the positive slope of the plots of 
interfacial tension against pressure. Figure 8.6 shows an example of the 
effect of pressure on the interfacial tension between water and hexane, 
where tetradecanol as a solute is initially dissolved in hexane. The 'Td value 
is much less than the molecular size. In this sense, the intuitive omission 
of the V dP term from the Gibbs adsorption equation seems highly 
reasonable. 
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Figure S.6. Pressure dependence of interfacial tension between aqueous and hexane phases 
at 303.15 K and at a constant mole fraction x of tetradecanol in a hexane phase. 1, x = 0; 2, 
x = 1.83 X 10-4; 3, x = 5.29 X 10-4; 4, x = 8.03 x 10-4; 5, x = 1.16 x 10-3; 6, x = 1.56 x 10-3; 

7, x = 2.41 X 10-3•8 (Reproduced with permission of Academic Press.) 
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8.4. Adsorption from Surfactant Solutions 

The surfactants to be considered first are simple ionic surfactants, 
one-to-one electrolytes that dissociate completely. This discussion can easily 
be extended to nonionic surfactants. The starting equation is Eq. (8.55) 
originating from Hansen's two dividing surfaces 

(8.60) 

where the subscripts + and - indicate positively and negatively charged 
dissociated ions. There are three degrees of freedom for three components 
and two phases, and the most convenient intensive variables are temperature, 
pressure, and solute concentration. Note only interfacial tension but also 
chemical potentials are a function of these three variables: 

(8.61) 

where Si and Vi are respectively the partial molar entropy and volume of 
component i. Thus, 

(8.62) 

(8.63) 

(8.64) 

where C is total surfactant concentration. 
The difference in the three derivatives between composition and the 

chemical potential of the subscript to be kept constant are now clear from 
(8.56) through (8.58) and (8.62) through (8.64). Electroneutrality must hold 
for the whole system, and therefore the condition as to f j becomes 

(8.65) 

owing to the electroneutrality of homogeneous bulk phases: L zjnj = 0 from 
(8.28). On the other hand, the concentrations C+ and C_ are equal to the 
surfactant concentration C from complete dissociation. Then the relative 
adsorption is expressed as 

f = -(1/2RT)(ay / a In C)r,p/[l + (a InJ±/ a In C)r,p] (8.66) 
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where the equality of j'; = f+ x f- is employed for the respective activity 
coefficients f+ and f- ('Y+ and 'Y- in other chapters). 

In the case of ionic surfactants that dissociate partially, an undissociated 
species u appears in the above equalities 

d'Y = - SS d T + Td dP - f + dJL+ - f - dJL- - f u dJLu 

f = f u + f + or f = f u + f -

and 

C+ = C_ = exC and Cu = (1- ex)C 

(8.67) 

(8.68) 

(8.69) 

where C is the concentration of the dissociable surfactant and ex is the 
degree of dissociation. From the dissociation equilibrium JLu = JL+ + JL-, 
the partial differentiation of 'Y with respect to the concentration becomes 

(a'Y/achp = -(RTf/C) 

x{1 + (a lnfu/a In Ch,p + [aln(l- ex)/aln Clr,p} (8.70) 

or 

(a-y/ach,p = -(2RTf/C) 

x [1 + (a lnf±/ a In Ch,p + (a In ex/ a In Ch,p] (8.71) 

where fu is an activity coefficient of undissociated surfactant. From the 
above equations the following two limiting cases arise. (1) When a surfactant 
solute does not dissociate at all (ex = 0; nonionic surfactant), f become 
from (8.70): 

f = -(1/ RT)(a'Y / a In Ch,p/[1 + (a lnfu! a In Ch,p] (8.72) 

(2) When a solute dissociates completely (ex = 1), (8.71) becomes the same 
as (8.66). For extension of the above treatment to multicomponents of 
solutes, the reader should refer to the literature.4 
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9 
Solubilization 

9.1. Introduction 

It has long been known that the aqueous solubility of sparingly soluble or 
insoluble substances can be increased by adding an appropriate third 
component. Systematic studies using surfactants led to this phenomenon 
being called solubilization. I ,2 Solubilization plays a very important role in 
industrial and biological processes. McBain and Hutchinson defined 
solubilization as "a particular mode of bringing into solution substances 
that are otherwise insoluble in a given medium, involving the previous 
presence of a colloidal solution whose particles take up and incorporate 
within or upon themselves the otherwise insoluble material.,,1 This definition 
is too narrow, because the increase in solubility is not always caused by 
direct introduction of colloidal particles into the system. More often, the 
enhanced solubility of the solubilizates as colloidal particles is due to the 
presence of a third component. Therefore, the term solubilization has come 
to have the following very broad definition: "the preparation of a thermo­
dynamically stable isotropic solution of a substance normally insoluble or 
very slightly soluble in a given solvent by the introduction of an additional 
amphiphilic component or components.,,2 

Numerous applications of chemical engineering-for example, the 
dissolution of drugs into aqueous solution and their transport through the 
body, the preparation of agricultural chemical solutions, and the recovery 
of oil-depend on solubilization by suitable surfactants. In addition, studies 
of the physical chemistry of bile acids and bile salts, on one hand, and of 
their physiological function as solubilizers, on the other hand, make it clear 
that the behavior of bile salts in vitro and their functions in vivo are closely 
related.3 Solubilization will be increasingly important in the future. 

This chapter focuses on the study of solubilizates in micellar colloids 
and develops a mode consistent with thermodynamics. Furthermore, the 
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distribution of solubilizates among micelles will be explicated both from 
thermodynamics and mathematically. 

9.2. Phase Rule of Solubilization 

Much of the published work on solubilization is on the phase-separation 
model of the micelle. Accordingly, solubilization has been treated as a 
partitioning of solubilizate molecules between a micellar phase and the 
intermicellar bulk phase.4-10 A few papers are based on the mass-action 
approach,11-14 and theoretical discussions from this position have also 
appeared. 1S-17 Unfortunately, papers discussing solubilization from the 
standpoint of the Gibbs phase rule are very few. 16- 21 This section examine 
solubilization in terms of the phase rule. 

If the micelles are regarded as a phase, then adding an excess solubili­
zate phase means there are three phases (the third is the intermicellar bulk 
phase). The total number of components is three (solvent, surfactant, and 
solubilizate), so the presence of three phases makes the system divariant. 
That would mean that surfactant concentration would be constant at 
constant temperature and pressure-but, in fact, the maximum additive 
concentration (MAC) changes with total surfactant concentration. 
Even if it were postulated that the increase in the MAC with surfactant con­
centration above the CMC is due to an increase in the total micellar 
phase, the concentration of solubilizate in the micellar phase should 
still remain constant, because the concentration is an intensive property 
of the system and is therefore homogeneous throughout the micellar 
phase. 

If, on the other hand, the micelles are regarded as a phase and the 
system does not contain an excess solubilizate phase, there are three degrees 
of freedom. The surfactant concentration is then a unique variable that 
determines every intensive property of the system at constant temperature 
and pressure. In other words, the solubilizate monomer concentration in 
the intermicellar bulk phase (and therefore also in the micellar phase) is 
set automatically by the surfactant concentration, irrespective of the total 
solubilizate concentration in the system. This is not only totally incorrect 
as theory but is contrary to the experimental evidence that the concentration 
of solubilizates is determined only by the amount added to the system. 
Clearly, the phase-separation model of micelles and the partition model of 
solubilization disagree with reality. This contradiction is easily solved by 
treating the micelles as a chemical species, as shown in the following section. 
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9.3. Thermodynamics of Solubilization 

Micelle formation is well expressed by the following association equili­
brium between surfactant monomers S and micelles M22: 

(9.1) 

where Kn is the equilibrium constant of micelle formation, and where it is 
assumed that micelles of aggregation number n are mono disperse in the 
absence of soubilizate. This assumption avoids the difficulties arising from 
their actual polydispersity, which will be dealt with later. The ideality of 
the chemical species in solution is assumed because of their low concentra­
tions. The stepwise association equilibria between micelles and solubilizates 
Rare 

K, 
M+R~ MRI 

(9.2) 

where MRi denotes the micelles associated with j molecules of solubilizate, 
Ki is the stepwise association constant between MRi_1 and a monomer 
molecule of solubilizate, and m is an arbitrary number. The total number 
of components in this system is m + 4, including solvent molecules (solvent, 
S, R, M, MRt. ... , MRm ), and the number of phases is one (micellar 
solution phase).18 The m + 1 equilibrium equations for the micellar system 
reduce the number of degrees of freedom by m + 1, resulting in four degrees 
of freedom. Hence, at constant temperature and pressure, two other intensive 
variables can be selected to prescribe the thermodynamic system. Three sets 
of combinations of intensive variables are examined below to derive other 
intensive properties. 

1. Monomer concentrations of surfactants, [S],and solubilizate, [Rl 
From monomer-micelle (9.1) and micelle-solubilizate (9.2) equili­
bria, the micelle concentrations without and with solubilizates are 
given respectively by the following equations: 

[M] = Kn[S]" (9.3) 

[MR;] = KnC~l Kj )[s]n[Rr (9.4) 
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where [MRj ] is the concentration of micelles associated with i 
solubilizate molecules. Thus, the concentration of any species can 
be determined by these two variables, if the values of Kn and Kj 

are available. The ratio of [MRj ] to the total micellar concentration 
Lj [MR;], and the average number of solubilizates per micelle, are 
given by 

P([MRjD = [MRj] /j~O [MRj] 

= (.6 ~)[Rr/[l + .i: (.rr Kj)[Rr] (9.5) 
}-1 .=1 }=1 

R = j~O i[MR;] /j~O [MRj] = ([R,] - [RD/[M,] 

= .i: i(.rr ~)[Rr/[l + .i: (.rr Kj)[RrJ (9.6) 
.=1 }=1 .=1 }=1 

2. Total equivalent concentrations of surfactant, [St], and solubilizate, 
[Rt]. This is the most commonly used set of variables. The total 
equivalent concentration of surfactant is 

[St] = [S] + nC~o [MR j ]) 

= [S] + nKn[S)" [ 1 + j~1 C~1 Kj )[Rr ] = I([S], [RD (9.7) 

Hence, the total equivalent concentration can also be expressed by 
the function of [S] and [R]. On the other hand, the total equivalent 
concentration of solubilizate is 

m 

[Rt] = [R] + L i[MRj] 
j=1 
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[~] is also a function of [S] and [R]. Therefore, when [Sa and [~] 
are selected as two independent thermodynamic variables, [S] and 
[R] can be obtained as the solution of two simultaneous equations, 
f and g. Thus, the concentration of MR; species can be calculated 
in the same way as in the first case. In this case, too, the distribution 
of solubilizates among micelles depends on Kn and Kj values. 

3. Total micelle concentration, [Ma, and average number of solubiliz­
ates per micelle, R. The total micelle concentration is given by 

(9.9) 

The average number of" soJubilizates per- micelle, R, was given by 
(9.6). By rearranging (9.6), we obtain 

(9.10) 

The solution of (9.10) should give the [R] value in an association 
equilibrium. By substituting the [R] value into (9.9), one can obtain 
the equilibrium concentration of monomeric surfactant [S]. Con­
sequently, any intensive properties can be derived in the same way 
as before from this combination of variables. 

Although the three combinations of variables given above are the most 
commonly used, others are possible; the suitability of a combination 
depends on the thermodynamic system concerned. As is clear from the 
above discussion, the factors that specify the thermodynamic system are 
Kn and Kj • The Kj value, in particular, is an index of interaction between 
micelles and solubilizates. These values are unconditionally determined by 
the combination of solubilizate and surfactant. 

A brief comment is in order on the maximum additive concentration. 
The above discussion pertains when the solubilizate concentration is less 
than its solubility. When solubility is exceeded, an excess solubilizate phase 
appears in the system, which then has two phases and is trivariant. In this 
case, the system is fixed by specifying the total surfactant concentration at 
constant temperature and pressure. This prediction from the phase rule is 
supported by the observed changes of the phenothiazine MAC with the 
concentration of sodium dodecyl sulfate (Fig. 9.1).19 

The change in behavior caused by the appearance of an excess solubili­
zate phase originates from the fact that the concentration of monomeric 
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Figure 9.1. Change of the MAC of phenothiazine (PTH) with concentration of sodium dodecyl 
sulfate (SDS). (Reproduced with permission of the American Chemical Society.) 

solubilizate is automatically determined by its solubility at a specified 
temperature and pressure, and the number of degrees of freedom decreases 
by one when an excess phase is present. The thermodynamic approach that 
regards micelles as chemical species perfectly elucidates the solubilization 
in micellar solutions. An important point, as is clear from the above equation, 
is that a solubilization system is specified by both the association constants 
and the monomeric solubilizate concentration. That is, higher association 
constants do not always lead to higher solubilization. Solubilizates of low 
monomeric solubility have a smaller total equivalent concentration in spite 
of their higher association constants (Fig. 9.2).5,20,23,24 
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Figure 9.2. Changes in the MAC of phenothiazine (PTH), lO-methylphenothiazine (MPTH), 
and 10-ethylphenothiazine (EPTH) with concentration of sodium dodecyl sulfate (SDS) at 
298.15 K.20 (Reproduced with permission of the American Chemical Society.) 

9.4. Distribution of Solubilizate Molecules 
among Micelles 

If the concentration of solubilizates incorporates into micelles is close 
to or higher than the micellar concentration, we have to think about the 
distribution of solubilizates among micelles. As with solubilization, the 
distribution of solubilizates among micelles can be handled successfully 
only by rearding micelles as chemical species. 18,19 The equations in Section 
9.3 clearly indicate that the association constants between micelles and 
solubilizates determine the distribution of solubilizates among micelles, The 
stepwise association constants Kj and the concentration of MRi are given 
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respectively as 

Kj = ~-1/~ = [MRJ/([MRj _ 1][R]) 

[MRa = KftC~1 Kj )[S]ft[Rr 

Chapter 9 

(9.11) 

(9.4) 

The next step is to develop the above equations under reasonable 
assumptions. When the concentration of soiubilizate is less than a few times 
the micellar concentration, incorporation of the solubilizates into micelles 
can be assumed to- be so slight as not to change the intrinsic properties of 
the micelles. In this case, it is reasonable to assume that the rate constant 
value of ~ is j times as large as the fl value. That is, the probability of a 
solubilizate molecule escaping from a mother micelle containing j solubili­
zate molecules is j times the probability of the molecule escaping from a 
micelle containing just one solubilizate molecule (~ = jf1). Moreover, the 
probability of a solubilizate molecule entering a micelle remains the same 
regardless of the number of solubilizate molecules in the micelle (~ = fa). 
We therefore have the following equation as to the stepwise association of 
solubilization constants: 

(9.12) 

IfEq. (9.12) is introduced into Eqs. (9.4), (9.8), and (9.9), then [MR;], [~], 
and [Mt ] become the following equations with infinite m: 

[MR;] = K;rRnM]/i! 

[R,] = [R] + K1[R][M] exp(K1[RD 

[M,] = [M] exp(Kt[RD 

(9.13) 

(9.14) 

(9.15) 

Hence, the average number of solubilizate molecules per micelle, R, is given 
by 

(9.16) 

Thus, the probability that a micelle is associated with i solubilizates can be 
written from Eq. (9.5) as 

P(i) = [MRi]/[Mt] = iii exp(-ii)/i! (9.17) 

This expression is exactly the same as the Poisson distribution. Equation 
(9.17) is derived by summing m to infinity. 
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As m becomes high, the present solubilization model ceases to fit the 
physical state of the micelles, as is clear from the above assumption. 
However, when the R values are low, an important portion of the summation 
ranges up to only twice it 19,25 

The above discussion is based on the thermodynamics of equilibrium 
associations and on the reasonable assumptions. However, the Poisson 
equation can also be derived strictly mathematically. Consider a random 
distribution of r balls in q cells, where both of them are independent and 
indistinguishable. The probability P( i) that a specified cell contains exactly 
i balls is given in the form26 

(9.18) 

where rand q are on the order of Avogadro's number and i is very small 
in comparison (less than 10 in most cases). This equation is a special case 
of the so-called binomial distribution. P( i) can be rearranged as 

P(i) = (l/i!)(r/q)i(l-I/r)··· [1- (i -1)/r](l-I/qy-i (9.19) 

Using the following approximation equation, which is reasonable for the 
present discussion, 

1-I/q = exp(-I/q) (9.20) 

we obtain 

P(i) = (l/iI)R i exp(-R)(1-1/r)··· [1- (i -1)/r](1-1/q)-i (9.21) 

where R is the average number of balls per cell, r/ q. Because of the 
conditions as to r, q, and i values, P( i) becomes 

P(i) = Ri e"p(-R)/i! (9.17) 

which is the Poisson distribution, where r = [Rt] - [R] and q = [Mt]. The 
important point here resides in the condition that both balls and cells are 
independent and indistinguishable, which is possible only when the 
solubilization is so small that the properties of the micelles do not change. 

The Poisson distribution of solubilizates among micelles has been 
examined photochemically (see Chapter 12), and appears to be correct for 
a small amount of solubilization. For solubilizations to which the Poisson 
distribution can be applied, the following useful expression can be derived 
from (9.14) and (9.15): 

(9.22) 
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The Kl value (the first stepwise association constant between a solubilizate 
and a vacant micelle) can serve as the normalized interaction parameter 
between the solubilizate and the micelle. When the results of Fig. 9.2 are 
plotted, again obeying Eq. (9.22), we obtain the plots shown in Fig. 9.3. 
The first stepwise association constants are found to increase with increasing 
hydrophobicity of the solubilizate. 

We now address the effects of a polydisperse micellar aggregation 
number of the thermodynamic expressions of solubilization. One strong 
effect is variation of the association constant Kj • We define a new association 
constant n Kj , which is Kj of the micelles of aggregation number n. Suppose 
the polydispersity of the aggregation number of micelles ranges from a to 
{3. The concentration of micelles of aggregation number n with no solubili­
zate association becomes 

(9.3') 

Surfactant Cone. (C-cmc)/mmol dm-3 

Figure 9.3. Plots of [R.] - [R]/[R] of PTH, MPTH, and EPTH against micellar concentration 
(C - CMC) of sodium dodecyl sulfate for determination of Kl values at 298.15 K.20 (Repro­
duced with permission of the American Chemical Society.) 
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Summing up [MnRjl over the aggregation number from a to {3, we obtain 
for the concentration of micelles associated with i solubilizate molecules 

(9.23) 
n=a n=a 

where the Poisson distribution of solubilizates is assumed for micelles of 
different aggregation number. Hence, the total solubilizate concentration 
becomes 

(9.24) 
n=a 

and the following expression results: 

fJ 
([R,l - [R])/[Rl = L nK\[Mn.tl (9.25) 

n=a 

However, the difference between expressions (9.22) and (9.25) will disappear 
if the following operations for averaging are performed: 

_ fJ _ 

Kl = L nK\[Mn"l/[Mtl (9.26) 
n=a 

fJ 
[Mtl = L [Mn.,l = (C - CMC)/n (9.27) 

n=a 

where n is the mean aggregation number. Thus, the K\ value is a mean 
value over the aggregation number of micelles. 

As mentioned, the Poisson distribution shows excellent agreement with 
reality as long as the extent of solubilization is small. It should be stressed, 
however, that the distribution of solubilizates among micelles is determined 
by their association constants with micelles, not by mathematics. At 
solubilities to which the Poisson distribution is not applicable, the situation 
should be discussed from the viewpoint of microemulsion. 

9.5. Factors Influencing Solubilization 

It is very enlightening and useful to consider the factors influencing 
solubiliza~ion. The total solubilizate concentration [Rtl is a function of K\, 
[Rl, [Ml or [Mtl from Eqs. (9.15) and (9.16). These values determine the 
general behavior of solubilization as follows: 
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1. The MAC or [Rt] increases with increasing total surfactant con­
centration, as is clear from (9.16). As long as the value of Xl and 
[R] remain constant because solubilization is small, the MAC 
increases linearly above the CMC.27- 33 

2. The MAC of a hydrophobic solubilizate per mole of surfactant 
increases with alkyl chain length for a series of homologous 
surfactants.23,32,34 This effect can be attributed to the increase in the 
number of surfactant molecules available for micellization caused 
by (1) the decrease in CMC; (2) an increase in Xl due to the 
increasing volume of the hydrophobic part of the micelles; and (3) 
the fortified hydrophobicity of the micelle palisade layer brought 
about by the closer packing of surfactant molecules at the micellar 
surface. The MAC also depends on the hydrophobicity of the 
solubilizate: the MAC decreases with an increase in the hydropho­
bicity or alkyl chain length of the solubilizates as a result of a 
decrease in [R]. However, Xl increases. 7,24,33 As can be seen from 
Table 9.1, the effect per methylene group of solubilizate is twice as 
great as that of the surfactant.23 

3. The MAC of some solubilizates increases with temperature owing 
to an increase in the monomeric solubilizate concentration [R]. 
However, the Xl value ususally decreases with temperature. 19,20,35 

In this case, the MAC depends largely on the temperature depen­
dence of [R] and KI • 

4. The MAC is increased by addition of excess salt. 12,36-38 This effect 
is due to (1) a decrease in CMC (as mentioned above), (2) an 
increase in micelle size and/or a change in micelle shape/8 and (3) 
fortified hydrophobicity of the palisade layer owing to reduced 
repulsion between hydrophilic groups. These factors lead to the 
higher Xl value. However, the salt effect is relatively small for 
micelles with small aggregation numbers, for example bile salts.39 

Table 9.1. Association Constant (Xl) and Average Number of Solubilizate 
Molecules per Micelle (R) of Alkylsulfonic Acidsa 

PTH MPTH EPTH 

10-5 K., R 10-5 K., R 10-5 K., R 
Surfactant mol· dm-3 mol. dm-3 mol·dm-3 

C l 2"acid 0.664 0.70 1.44 0.65 2.21 0.34 
C14-acid 1.49 1.49 3.16 1.33 6.48 0.78 
C16-acid 2.29 2.30 6.78 2.28 11.74 1.27 

"Reproduced with permission of Academic Press. 
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The MAC is determined in exactly the same way as solubility, by a 
measurement requiring complete separation of the micellar solution from 
the solubilizate phase. Other useful information on solubilization is available 
from liquid chromatography,40 gel filtration,41 NMR,42-44 dialysis,4S poten­
tiometry,46 spectroscopy,47-S1 mixed micelle formation,s2-54 kinetics,ss-s8 
and volumetric studies. 59,60 

9.6.' Location of Solubilizates in Micelles 

The position of solubilizates in micelles, as well as in living membranes, 
provides very important information concerning the physicochemical 
properties and physiological functions of both solubilizate and micelle or 
membrane. This property can be investigated using probe molecules, the 
molecular spectrum of which indicates the surrounding conditions.61-65 

The absorption spectrum of a molecule depends on the dielectric 
constant of the medium surrounding the molecule. The dielectric constant 
of a micelle ranges from 2 for the liquid hydrocarbon in the inner core to 
80 for the water of the outer micellar surface. The following generally 
accepted rules for solubilizate position are derived from many works: (1) 
Nonpolar aliphatic hydrocarbons locate in an inner hydrophobic micellar 
core. (2) Semipolar and polar compounds such as alcohols, acids, and 
amines locate at the so-called polisade layer of the micelle with the polar 
group at the micellar surface and the nonpolar hydrocarbon groups in the 
micellar core. (3) Aromatic hydrocarbons such as benzene, toluene, and 
naphthalene sit in the micellar core and at the micellar surface (the two-state 
model).62,66,67 The fraction of solubilizates occupying each of these two sites 
depends on the solubilizate concentration in the intermicellar bulk phase. 
The fraction in the inner core increases with increasing concentration in 
the bulk phase because the increase in the chemical potential of the solubili­
zate enables the solubilizate to move toward the micelle core. 

Recently, the postulated Laplace pressure increase in the micellar 
interior has often been employed to explain the diminished free energy 
change of transfer per methylene group from the aqueous bulk into the 
micellar interior, compared with the free energy change from the aqueous 
bulk into bulk liquid hydrocarbon. 14,31,33,62,68 In addition, the decreased free 
energy change of micelle formation per methylene group has been attributed 
to partial crystallinity of the alkyl chain in the micellar interior caused by 
the increased pressure.69 An interfacial tension does exist just at the boun­
dary betwen two bulk phases. 7o- 72 If the postulated pressure increase exists, 
it can take place only in the case where micelles can be a separate phase. 
However, as mentioned in Chapter 4, according to the phase rule, micelles 
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are not a separate phase but a chemical species. This model implies partial 
crystallinity of the alkyl chains in the solubilized state in the micellar core, 
with the hydrophilic group of solubilizate molecules anchored to the micellar 
surface, resulting in greatly reduced alkyl chain mobility and thus reduced 
free energy change of transfer per methylene group. In other words, the 
Laplace pressure is unnecessary to eluciate the above phenomena, which 
were investigated by the solubilization of p-n-alkylbenzoic acids with 
different alkyl chain lengths into dodecyl sulfonic acid micelles.24 
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10 
Mixed Micelle Formation 

10.1. Introduction· 

The incorporation of solubilizates into a surfactant micelle results in the 
formation of a mixed micelle. Solubilization is thus closely related to mixed 
micelle formation. As usus ally used, however, the mixed micelle means a 
micelle composed of surfactants capable themselves of forming micelles. 
By this usage, mixed micellization is a special case of solubilization. 

Many papers have appeared on mixed micelle formation 1-30 but almost 
all of them are based on the phase-separation rather than the mass-action 
model of micelles. 1,22 This is also true for solubilization. As has been 
emphasized repeatedly in the foregoing chapters, micelles are not a separate 
phase but a chemical species. Therefore, mixed micelles also should be 
treated as a chemical species. Unfortunately, the interpretations of mixed 
micellization based on the mass-action model have not agreed well with 
experimental CMC values, 1 probably because the physiocochemical proper­
ties of mixed micelles are quite different from those of pure micelles of the 
individual components. In addition, the micellar aggregation number and 
the association of counterions with micelles change dramatically with com­
position in mixed micelles, even though mixed micelles of homologous 
surfactants differing only in hydrophobic chain length are expected to have 
surface properties similar to those of pure micelles of each surfactant. In 
fact, theoretical mixed CMC values of homologous surfactants agree well 
with experimental values over the whole composition range. 2,4,12 

Even though micelles should be treated as a chemical species, a 
pseudophase model of the micelle is also of considerable practical import­
ance for estimating CMC values of mixed surfactants. Therefore, the follow­
ing discussion may be regarded as a practical effort to derive an empirical 
equation for mixed micelles. First, however, it is instructive to know how 

183 
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closely micelles resemble a separate phase, because almost all approaches 
to mixed micelle formation have depended on this approximation because 
the model discussed in the second section of this chapter holds. When the 
approximation is correct, the theoretical discussion of mixed micelles 
becomes analogous to the two-phase equilibrium; i.e., either a chemical 
equiibrium of surfactant monomers is estblished between the micellar phase 
and intermicellar bulk phase, or Raoult's law is obeyed when the latter 
phase is assumed to be a gaseous phase. This is expressed as 

(10.1) 

where Ci is the concentration of component i at the mixed CMC, Xi the 
mole fraction of i in the mixed micelle, and C? the CMC of pure 
component i. 

Figure 10.1 shows the change of the mixed CMC of dodecyl sulfonic 
acid with the composition of p-n-alkylbenzoic acid solubilizates.31 If mixed 
micellization strictly followed Raoult's law, the CMCs of this series should 
lie on the dashed line in Fig. 10.1, but in fact almost all of the CMCs lie 
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Figure 1D.1. Decrease in the CMC of dodecyl sulfonic acid with mole fraction of solubi1izates 
in the micelle.31 (Reproduced with permission of Academic Press.) 
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slightly above it. Raoult's law is thus not strictly applicable. However, it 
provides a tolerable approximation as long as there is no specific interaction 
between solubilizate and surfactant (as is true in the present case). 

10.2. Two-Component Surfactant Systems 

The solution properties of a binary surfactant mixture fall either 
between or outside the solution properties of the two single-surfactant 
solutions. This is also true for the CMC of a binary surfactant solution. 
Most CMCs of binary surfactant mixtures fall between the CMCs of the 
two components, but some fall above32-35 or below3.12.16.17,29 this range. 

Many of the theories concerning the CMC of binary surfactant mixtures 
have assumed the ideality of each component in the micellar phase.2.4•15 
These theories work well for binary mixtures of homologous surfactants 
but not for nonhomologous mixtures. Mixed micelles in solutions of non­
homologous surfactant mixtures should be nonideal because the interaction 
between identical surfactants is different from that between nonhomoiog0l1s 
ones. A simple way to take this nonideality into account is to employ regular 
solution theory. An approach using this theory can elucidate binary mixtures 
of nonhomologous surfactants quite well by using the single adjustable 
parameter developed by Rubingh.16 

The chemical potential ILl of monomeric surfactant 1 in an intermicellar 
bulk phase is expressed in the ususal way as 

ILl = ILf+ RTln C1 (10.2) 

where JL'( is its standard chemical potential and C 1 is the concentration. 
On the other hand, the chemical potential of surfactant 1 in a micellar phase 
is written likewise as 

(10.3) 

where 'Y1 and x is the activity coefficient due to nonideal mixing and x is 
the mole fraction of component 1 in the binary surfactant phase. When a 
micelle is made of a single component 1, the following relation results from 
Eqs. (10.2) and (10.3): 

IL':"O = ILf + RT In C~ (10.4) 

where C~ is the CMC of the single component 1. From the equilibrium of 
component 1 between the micellar phase and the intermicellar bulk phase, 
ILl = IL':' , we have 

(10.5) 
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For component 2, we have a similar equation 

(10.6) 

At the CMC (C), the following relations are satisfied from the mass balances 
for components 1 and 2: 

aC = C1 and (1- a)C = C2 

where a is the net mole fraction of component 1. Then, we have 

(1- a)C = 1'i1 - x)cg 

Elimination of x from (10.8) and (10.9) leads to 

where the case 1'1 = 1'2 = 1 represents ideal mixing. 

(10.7) 

(10.8) 

(10.9) 

(10.10) 

On the other hand, elimination of Ct generates the relationship between 
x and a at the CMC: 

(10.11) 

The relationship between x and total surfactant C above the CMC is derived 
by the mass balance. The value of x is easily given by 

(10.12) 

and substituting C1 and C2 from (10.5) and (10.6) into (10.12) results in 

(10.13) 

where 

(10.14) 

From (10.5), (10.6), and (10.13) we obtain the monomer concentrations 

C1 = {-(Ct - A) + [(Ct - Af + 4aCtA]I/2}/2[(1'2Cg/1'IC~) -1] (10.15) 

C2 = {-( Ct + A) + [( Ct - A)2 + 4aCtAr/2}/2[( 1'1 cU 1'2Cg) - 1] (10.16) 
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If the values of C~, C~, 110 and 12 are available, x, Ch and C2 may be 
determined by calculation. The values of C~ and C~ are obtained from the 
CMC values of the single-surfactant solutions, but the activity coefficients 
are given by the regular solution theory as 

(10.17) 

(10.18) 

where P( = NZw/ RT) is the interaction parameter (Chapter 3). From the 
logarithms of (10.17) and (10.18), there results 

(10.19) 

Introducing 11 of (10.8) and 12 of (10.9) into (10.19) results in 

x2ln (aC/xC~)/{(1 - x)2ln [(1- a)C/(1- x)Cm = 1 (10.20) 

At the same time, the p value can be evaluated by substituting (10.8) into 
(10.17): 

p = In(aC/xC~)/(1- X)2 (10.21) 

If the CMC of a binary mixture (C) is determined against the net mole 
fraction a, then the micellar composition x is given by (10.20), and p may 
be obtained from (10.21) by using the x value. In general, a single parameter 
value. of p is determined by averaging the p values against each a value 
over the entire composition range. Figure 10.2 shows the change with 
composition of a binary surfactant solution, plotted using a single parameter 
value of p. Table 10.1 gives these p values for many binary surfactant 
mixtures. The p value is an index of interaction between two surfactants. 
A large negative value of p indicates strong interaction between the surfac­
tants, whereas a positive value indicates repulsion. The sign of the p value 
corresponds to positive or negative deviation from ideality. Thus, the p 
values in Table 10.1 indicate strong interaction for binary mixtures of 
cationic with anionic surfactants, more negative values of p, moderate 
interaction between anionic and nonionic surfactants, and weak interaction 
between cationic and nonionic surfactants. 
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Figure 10.2. Mixed CMC values of ClOH21(CH3hPO and ClOH21(CH3)SO against the mole 
fraction of ClOH21 (CH3hPO .•• experimental data; - - -. ideal mixed micelle; - - - -. nonideal 
mixed micelle (fJ = -0.84).16 

Table 10.7. fJ Values for Mixed Micelle Formation of Binary Systemsl6 

System fJ value 

C120S03 -Na + I CSE6 -4.1 
C1;!OS03 -Na+ IClOE6 -3.9 
C1SOS03 -Na+ IClOE6 -4.3 

CI2-@-SO,-Na+/CI2NO(CH,h -3.5 

CI6N+(CH3hCl-IC I2Es -2.4 
CI4N+(CH3hCr IClOES -1.5 

C14N+(CH3hCH2-@-Cl-/CIOEs -1.5 

C20N+(CH3hCI-ICI2Es -4.6 
ClO( CH3hPOI ClO( CH3)SO -0.84 
C12N+(CH3hCr IC12N+(CH3h(CH2hS03- -1.0 
C120S03 -Na+ IC I2N+(CH3h(CH2hS03- -7.8 
CIOOS03 -Na + I ClON+( CH3hBr- -18.5 
CdCH3hPO/C12N+(CH3h(CH2)sCOO- -1.0 
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10.3. Partially Miscible Micelles and Demicellization 

The f3 values in Table 10.1 are all negative, indicating that the interac­
tion between these surfactant pairs is larger than the interaction in the pure 
compound. This section considers what takes place when the f3 value is 
positive.32,36 As is well known, phase separation occurs in a binary solution 
when the interaction of the binary components exceeds the critical value 
f3 = 2 for the regular solution theory.37 Similarly, a binary surfactant solution 
contains two kinds of micelles of different composition. 32-35,38-41 For 
example, mixed solutions of hydrocarbon and fluorocarbon (typical non­
polar hydrophobic substances) are far from ideality,42 strongly suggesting 
that these binary surfactant solutions contain two kinds of mixed micelles: 
one rich in hydrocarbon and the other rich in fluorocarbon. 

Figure 10.3 shows the CMC values of mixtures of sodium perfluoro­
octanoate (SPFO) with sodium dodecanoate (SO) and with sodium decyl 
sulfate (SOeS) in a 0.001 N NaOH aqueous solution. Both mixtures show 
two CMCs, and the first CMC is higher than the value expected from ideal 
mixing of the two kinds of chain moieties. The first CMC represents the 
point at which the surfactant present in higher concentration begins to 
micellize, and the second CMC represents the concentration at which the 
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Figure 10.3. Mixed CMC values of sodium perfluorooctanoate with sodium decyl sulfate (t.) 
and sodium dodecanoate (0).32 ----, ideal mixed micelle with B = 0.645 [Eq. (10.23)]; 2-4, 
complete demixing of micelles with B = 0.645 [Eq. (10.25)]; 1, complete demixing of micelles 
with B = 0.53 [Eq. (10.25)]. (Reproduced with permission of the American Chemical Society.) 
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second surfactant begins to micellize. Thus, two kinds of micelles coexist 
above the second CMC. When the two micelles are completely demixed, 
the first CMC can be calculated by the condition that the concentration of 
either surfactant attains its CMC [Eq. (10.7)]: 

aC= C~ (10.22) 

On the other hand, owing to the effect of counterion concentration, the 
CMC of ionic surfactants changes in accordance with the following 
equation: 

log aC = const - B log C (10.23) 

where f3 is the degree of counterion association to the micelle. This relation 
is also the case for a single surfactant 

log C~ = const - B log C~ (10.24) 

From (10.23) and (10.24), there results 

10g(C/C~) = log(l/a)/(l + B) (10.25) 

The theoretical first CMC values at reasonable values of f3 are given 
by the solid lines in Fig. 10.3. Although the theoretical values do not agree 
well with the experimental values, they clearly indicate the severe nonideality 
of mixing and the presence of two kinds of micelles. Shinoda and Nomura 
explained the positive deviation by applying the regular solution theory,38 
but the explanation, which neglected the presence ofthe second CMC, was 
not reasonable. Mysels further developed the concept of coexistence of two 
kinds of micelles postulated by Mukerjee and Yang, and introduced the 
critical demicellization concentration.36 When the total surfactant con­
centration is gradually increased in a binary surfactant solution containing 
two kinds of micelles (keeping the surfactant composition constant), a 
certain composition range is found at which one kind of micelle disappears 
because it is solubilized into the other micelles, which increase in number 
with total surfactant concentration. The total surfactant concentration at 
which one kind of micelle disappears completely is called the critical 
demicellization concentration. This phenomenon has been demonstrated by 
Funasaki and Hada.41 
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10.4. Multicomponent Surfactant Systems 

Surfactants used in practical applications are usus ally multicomponent 
rather than binary mixtures. Various papers treating multicomponent surfac­
tant mixtures in terms of mixed micelle formation have appeared. 5,12,17,20 
In this section, the topic is treated from the same standpoint as in Section 
10.2.17 

For a multicomponent surfactant mixture, Eq. (10.8) can be written as 

(10.26) 

where ai is the net mole fraction of component ~ and 'Y;, X;, and Ci are the 
variables corresponding to those in Section 10.2, at the mixed CMC C. 
From the constraint Li Xi = 1, Eq. (10.26) gives 

n 

1/ C = L aJ( 'YiC?) (10.27) 
i 

for multi component micelles of n total surfactants. Mass balance of com­
ponent i leads to a relationship between the net mole fraction ai and the 
mole fraction in the mixed micelle Xi 

(10.28) 

Substitution of (10.26) into (10.28) results in 

Xi = aiCI/ ( Ct + 'YiC? - C) (10.29) 

for the mole fraction Xi' Substitution of (10.29) into (10.26) then gives the 
monomeric concentration of component i: 

(10.30) 

From Eqs. (10.29) and (10.30), Xi and Ci can be obtained if 'Yi is known 
because the other parameters are all experimentally determined. 

The next question is how to evaluate the 'Yi values. Two equations of 
(10.26) with respect to components i and j yield the following equation at 
the CMC: 

At the same time, (10.29) is also applicable to component Xj 

Xj = ajCJ ( Ct + 'YjCJ - C) 

Elimination of C from (10.29) and (10.29') results in 

Xi = aiCt/ ( 'YiC? - 'YjCJ + ajCI/ xj ) 

(10.31) 

(10.29') 

(10.32) 
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These expressions provide basic relations to solve the activity 
coefficients 'Yi. For binary surfactant mixtures, the activity coefficient can 
be easily expressed in terms of one mole fraction, as is seen in Section 10.2. 
For multicomponent mixtures, the activity coefficient is more complex: 

n n j-I 
In 'Yi = L f3ijxJ + L L (f3ij + f3ik - f3jk)XjXk (10.33) 

j=1 j=1 k=1 
(j .. i) (i"j .. k) 

where f3ij represents the pairwise interaction between components i and j. 
The number of pairwise interactions is given by the combination of C ~ . 
Equation (10.33) also contains an equivalent number of terms of the activity 
coefficient 'Yh with" - 1 direct terms containing xJ(i = j) and C~ - " + 1 
cross terms containing x;xii :1= j :1= k). The pairwise interaction parameters 
f3ij can be independently determined from binary mixtures. 

The next problem for nonideal multi component mixtures is to solve 
the" activity coefficients for the Xi values at the total surfactant composition 
and concentration. To solve the " activity coefficients and the " mole 
fractions, we need 2" equations: " equations of (10.33) and" equations 
of (10.31) or (10.32), with the constraint that the sum of the Xi values equals 
unity. A numerical solution of multiple equations for mUltiple unknowns 
can be reached efficiently using the NeIder-Mead simplex technique.43 Once 
the 'Yi values have been determined, the mole fraction in micelle Xi and the 
monomer concentration Ci for a multicomponent surfactant solution 
are easily determined by (10.29) and (10.30). The former values are, 
of course, obtained together with the 'Yj values. Figure 10.4 shows the 
CMCs determined by this procedure for the ternary mixture of 
ClOH21(CH3hPO/ClOH21(CH3)SO/CI2H2SS04Na. For this ternary mixture, 
Eq. (10.33) is written as 

(10.34) 

(10.34') 

(10.34") 

Mixed micellar solutions exhibit some very interesting properties not 
expected from individual surfactant solutions. The degree of counterion 
association to an ionic micelle is about 0.7 for monovalent counterions and 
0.9 for divalent counterions. When an ionic surfactant is mixed with a 
nonionic surfactant, the degree of the association falls to zero as the mole 
fraction of nonionic surfactant in the micelle increases. 13.44-47 This is par­
ticularly evident for mixtures of anionic and nonionic surfactants of the 
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Figure 10.4. Mixed CMC of the ternary system of ClOH21(CH3hPO (1)/C lOH21(CH3)SO 
(2)/CI2H2SS04Na (3) in 1 mM Na2C03 at 24°CP Molar ratios: A, 0.201/0.646/0/153; B, 
0.354/0.378/0.268; C, 0.622/0.221/0.157;; D, 0.231/0.246/0.523; E, 0.136/0.145/0.719 . • , 
experimental data; - - - -, ideal mixed micelle; -, nonideal mixed micelle (f312 = 0, f313 = 
-3.7, f323 = -2.4). (Reproduced with permission of the American Chemical Society.) 

polyoxyethylene type, because of the strong interaction between the anionic 
head group and the ethylene oxice group.48,49 

Various papers have also been published that treat surfactant mixtures 
from the viewpoints of foam stability,SO gel filtration,SI surface adsorption 
on fibers, 52 nuclear magnetic resonance, 53 light scattering,54,55 and excess 
entropy.46 
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Micellar Catalysis 

11.1. Effects of Micelles on Chemical Reactions 

Most important reactions occur not in a homogeneous solution but at an 
interface. Many industrially important processes occur on the surfaces of 
solid catalysts, and nearly all biological reactions take place at gas-liquid 
interfaces or on an enzyme that may itself be bound to a membrane. The 
properties of these catalytic surfaces depend critically on the detailed 
structure of the surface, which can be controlled by adding agents that may 
themselves take no direct part in the chemical reactions.} 

These comments are applicable to micelle-catalyzed reactions. A sol­
ution containing micellar aggregates is macroscopically homogeneous (i.e., 
is one phase) by the ususal criteria of physical chemistry, as discussed in 
previous chapters. However, microscopically this phase is separated into 
many small regions of high solute concentration (micelles) dispersed in a 
solvent region. Any reactive species added to the solution will distribute 
itself between these regions. If the conditions in these two environments 
result in different reaction rates, then the micelles will act as either catalysts 
or inhibitors.2 The catalytic efficiency will be governed both by the affinity 
of the reagents for the micelles and by the reactivity of the bound reagent 
molecules. 

Micelles in aqueous media have either a polar region or a region of 
high charge density, accompanied by an electrostatic potential of up to a 
few hundred millivolts at the micellar surface, and a nonpolar hydrophobic 
region in the micelle core. Micelle aggregation numbers usus ally range from 
less than 100 for ionic surfactants to several hundred for nonionic surfac­
tants. Therefore, the kinetics of micellar solutions is governed by electrostatic 
and hydrophobic interactions between micelles and reactants, transition 
complexes, and products. If any of the reaction species interacts with 
micelles, then the presence of micelles will affect the reaction rate. 

195 
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Various kinetic studies of micellar catalysis have examined the follow­
ing types of micellar catalysis: (1) reactions in which the micelles are 
reagents; (2) reactions in which interactions between the micelles and the 
reacting species affect the kinetics; and (3) reactions in which the micelles 
carry catalytically active substituents.2 These studies have been undertaken 
to elucidate the factors that influence the rates and courses of reactions, to 
gain insight into the exceptional catalytic characteristics of enzymatic reac­
tions, and to explore the usefulness of micellar systems for organic syn­
thesis.3 

Micelle-catalyzed reactions are somewhat similar to enzyme-catalyzed 
reactions; the proper choice of surfactant brings about a rate increase of 
up to lOOO-fold, and the diameter of micelles is 30-50 A, similar in size to 
globular enzymes. Micelle-catalyzed reactions can be treated in a manner 
analogous to the reaction scheme for enzymatic catalysis, as will be shown 
below. 

However, the analogy between the high reactivity of an enzyme­
substrate complex and the reactivity of substrates bound to micelles is not 
entirely satisfactory. Extensive study of enzymatic reactions has demon­
strated that the affinity of enzymes for small substrate molecules depen,ds 
critically on the spacing of the interacting groups in the small molecules to 
be bound.4 In a substrate-enzyme complex the reactions are fixed in position, 
whereas reactants incorporated into a micelle are free to move about in the 
micellar region. Furthermore, reactants distribute into micelles according 
to their solubilities and not according to the stoichiometry of the reaction. 
The solubilization of reactants and their distribution among micelles play 
the most important role in micelle-catalyzed reactions, as should be obvious 
for the case where the reactant concentrations are greater than the micellar 
concentration at surfactant concentrations near the CMC. In addition, the 
rate enhancement generally increases with increasing hydrophobicity of 
reactants and amphiphiles, which is not always the case for enzymatic 
reactions. These differences are mainly due to the fact that micelles do not 
maintain a definite configuration but are in dynamic association-dissoci­
ation eqUilibrium with monomeric surfactants in the bulk phase, changing 
their size and, shape at rates of milliseconds and microseconds (see Section 
4.7). 

The electrostatic surface potential at the micellar surface can attract 
or repel ionic reaction species, and a strong hydrophobic interaction can 
bring about the incorporation into micelles even of reagents that bear the 
same charge as ionic micelles. S The number of reagent molecules per micelle 
can often be controlled by adjusting the surfactant concentrations; and thus 
a chemical reaction can be induced to yield specific products by selecting 
the proper combination of reactants and surfactants. In fact, the research 
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area of photochemistry in micellar systems is now rapidly expanding, as is 
discussed in Chapter 12. 

The incorporation of reagents into micelles often alters the CMC of 
the surfactant. Therefore, the CMC must be determined for each reaction 
system in order to correctly interpret the results. 

Over the past 20 years, many reports, review articles, and monographs 
have appeared concerning reaction kinetics in aqueous and nonaqueous 
solutions of ionic and nonionic surfactants. I - 3,6-10 The details of this topic 
exceed the scope of this chapter, and interested readers should refer to the 
literature. 

11.2. Characteristics of Enzymatic Reactions 

During the late 19th century, enzyme-catalyzed reactions were widely 
studied from the practical standpoint of fermentation. Invertase, the enzyme 
that hydrolyzes sucrose, was intensively investigated and proved to be a 
true catalyst. Enzymatic catalysis is not only highly efficient but also exhibits 
remarkable specificity. Enzymes are proteins composed of polypeptide 
chains with a well-defined conformation. The enzyme molecule is flexible 
to some extent, and it undergoes deformation during association with a 
substrate. In general, the high reactivity of the enzyme-substrate complex 
can be accounted for by the proximity of one or more fundamental groups 
of the enzyme to the sensitive bond of the substate. Investigation established 
the existence of the enzyme-substrate complex, and Michaelis and Menten 
proposed the following reaction mechanism, based on their study of inver­
tase-catalyzed reaction by mutarotationll : 

E+S ~ ES ~ E+P 
Ie, 

(11.1) 

where E, S, ES, and P refer respectively to enzyme, substrate, enzyme­
substrate complex, and product, and klo k2' and k3 are the corresponing 
rate constants. The reversible first step is sufficiently rapid to be represented 
by an equilibrium constant (K.) 

K. = k2/ kl = [E][S]/[ES] (11.2) 

where the brackets denote the concentration. In terms of initial concentration 
of enzyme [Eo], [ES] is expressed as 

[ES] = [Eo][S]/(K. + [S]) (11.3) 
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The second reaction step is a simple first-order reaction with rate v: 

(11.4) 

Together with Eq. (11.7), Eq. (11.4) is known as the Michaelis-Menten 
equation. Later, Briggs and Haldane derived a more generalized equation 
from the same standpoine2: 

d[ES]/dt = k1([Eo] - [ES])[S] - (k2 + k3)[ES] (11.5) 

If the concentration of the complex is assumed to be steady state, we 
h~ve 

(11.6) 

Then, 

v = V[S]/(Km + [S]) (11.7) 

where Km is the Michaelis constant, defined as (~+ k3)/ kl' and V is the 
maximum velocity, defined as k3[Eo], in the presence of excess substrate. 
However, V is not a fundamental property of an enzyme, and the catalytic 
constant k3 is preferable to V. Figure 11.1 shows a graphic form of (11.7).13 

v 

/ initial slope= 
,/ VjKm 

~ 
I 

.§ ... O.5V 

~ 
~ 

Substrate Concentration, [S] 

Figure 11.1. Change of initial velocity v with substrate concentration [S] for a reaction obeying 
the Michaelis-Menten equation. (Reproduced with permission of Butterworths.) 
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The curve is a rectangular hyperbola with two asymptotes [S] = - Km and 
v = V. At very small values of [S], v is directly proportional to [S]( v = 
V[S]I Km); thus, the initial slope is VI Km. When rS] is equal to K m, the 
reaction rate is just half-maximal, i.e., v = 0.5V at [S] = Km. Thus, the 
reaction appears first order in [S] at small values of [S], but zero order at 
larger values of [S]. When the steady-state assumption cannot be made, we 
can derive the reaction rate from (11.5) by integration, resulting in 

v = V[S]{1 - exp[ -(k1[S] + k-z + k3)t]}/(Km + [S]) (11.8) 

Evidently, (11.8) reduces to (11.7) for large values of t. 
In the case where [S] does not remain constant, Eqs. (11.7) and (11.8) 

take some correctio.ns.14 To estimate the reaction parameters V and Km , 

the graphic method has been most commonly employed. Plots of v against 
[S] that generate a rectangular hyperbola from (11.7) seem quite natural, 
but in practice are highly unsatisfactory for the above purpose, because it 
is difficult to estimate two asymptotes. Michaelis and Menten plotted v 
against log [S], which gives a symmetrical S-shaped curve with a maximal 
slope of 0.576 V at [S] = Km. However, the following three equations from 
(11.7) have been commonly employed: 

[S]I v = Km/ V + [S]I V 

1/v = 11 V + Km/( V[S]) 

(11.9) 

(11.10) 

(11.11) 

All three equations generate linear plots,and V and Km are respectively the 
slope and the intercept with the ordinate. 

When both substrate and product coexist in a reaction system, the 
back-reaction in the second step is also possible: 

(11.12) 

The steady-state assumption with respect to ES is now expressed by 

d[ES]/dt = k1[E][S] + k4[E][P] - (k-z + k3 )[ES] = 0 (11.13) 

and the net rate of production of P is then given by 
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At the initial reaction stage ([P] = 0), (11.14) is identical to (11.7), as 
expected. If we define the parameters Vf , V., K~, and K!:. by 

(11.15) 

there results 

v = (VcrS]/ K~ - Vr[P]/ K~)/(1 + [S]/ K~ + [P]/ K~) (11.16) 

This equation is regarded as the general reversible form of the Michaelis­
Menten equation. It is quite useful in cases where the relationship between 
v and [S] is not in line with (11.7). 

11.3. Micelle-Catalyzed Reactions 

The mechanisms of micelle-catalyzed reactions have been studied not 
only by analogy with the Michaelis-Menten equation for enzymatic reac­
tions15 but also from the perspective of volume fractions of the two-part 
reaction system consisting of the micelles and the intermicellar bulk 
solutions. 16- 19 The kinetics of this reaction has been successfully used only 
when the micellar concentrations are much higher than the reactant con­
centrations. However, micellar concentrations near the CMC are often less 
than the reactant concentrations. In such cases, the distribution of reactants 
among micelles must be taken into consideration, which is essentially a 
thermodynamic problem (Chapter 9). Reactant is a better technical term 
than substrate for micelle-catalyzed reactions. 

The stepwise association of monomeric reactants R with micelles M 
leads to the distribution of reactants among micelles, and the association 
reactions can be assumed to be much more rapid than the reaction time 
(Chapter 4). Hence, the following reaction scheme is considered: 

(11.17) 
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where kb is the rate constant of monomer reactant in the bulk phase, and 
k: is that of reactants solubilized in micelles in the form of MR;. If the 
reaction ofR with X is assumed to be second order, the rate of disappearance 
of ~ can be rewritten in the form 

n 

= (k,,[R] + L k:[MR;])[X] (11.18) 
;=1 

where kapp is the apparent rate constant and X may be hydroxide or hydrogen 
ions, or any reactant other than R. Rearrangement of (11.18) gives the 
apparent rate constant: 

n n 

kapp = (kb[R] + L k:[MR;])/([R] + L i[MR;]) (11.19) 
;=1 ;=1 

For further discussion, we must develop the above equations under 
reasonable assumptions (Chapter 9). The mass-action law is applicable to 
the association-dissociation equilibria between micelles and reactants, 
and the association constant then becomes 

K; = k;-t! k; = [MR;]/([R][MR;_tl) (11.20) 

On the other hand, it is reasonable to assume that k: is i times as large as 
k~, because, for each reactant, the chance for the reactant R in MR; to 
react with X is i times that of MRI under the same conditions: 

(11.21) 

We must next consider the distribution of reactants among micelles. The 
following are the two most promising distributions. 

11.3.1. Poisson Distribution 

Let us consider the first equality of (11.20). Assuming that (11.21) is 
applicable to the dissociation equilibria (k; = ik1) and that the rate constant 
k; of the association of monomer R with MR; can be made to remain 
constant regardless of the number of i(k; = ko), we have the following 
relationship concerning the association constant: 

(11.22) 



202 Chapter 11 

If (11.22) is applied, then [MRil, [~l, and [Mtl become the following 
equations with infinite n: 

[MRil = KaRr[M]ji! 

[~] = [R] + Kt[R][M] exp(Kt[R]) 

[Mt] = [M] exp(Kt[R]) 

Hence, the average number of reactants per micelle ii is given by 

(11.23) 

(11.24) 

(11.25) 

(11.26) 

Thus, the probability that a micelle is associated with i reactants can be 
written 

P(i) = iii exp(-ii)ji! (11.27) 

This expression is exactly the same as the Poisson distribution. When (11.21) 
and (11.23) are introduced into (11.19), the expression for the apparent 
rate constant takes the following form for infinite n: 

(11.28) 

or 

(11.28') 

These two equations are the same as those by Menger and PortnojO except 
for the derivation condition that micellar concentrations are much higher 
than reactant concentrations. 

11.3.2. Gaussian Distribution 

The derivation of kinetic equations based on the Gaussian distribution 
of reactants among micelles is not as definitive as those of the Poisson 
distribution, because the variable of the Gaussian distribution is continuous, 
whereas the number of reactants in each micelle is an integer. When ii is 
the value at which the distribution becomes maximal (i.e., the mean value 
of the Gaussian distribution), the normalized Gaussian distribution has the 
form 

G(i) = (hj.[;) exp[ _h2(i - iif] (11.29) 
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u = 1/.fih (11.30) 

where h is the Gaussian distribution constant relating to the standard 
deviation u. Then the concentration of micelles having i reactants [MR;] 
can be given by 

(11.31) 

By analogy with (11.19), the apparent rate constant in this case can be 
written in the form 

kapp = (kb[Rl + [Mtl f: k'(i)G(i) di)/([Rl + [Mtl f: iG(i) di) (11.32) 

In the first place, if k: is assumed to be proportional to the number of 
reactants in a micelle in the same way as in (11.21), 

k'(i) = (i/ R)k'R (11.33) 

where k'R is the rate constant in the micelle associated with R reactants. 
Introducing (11.29) and (11.33) into (11.32) results in 

kapp = {kb + kiKtR[Mtl exp[h2(1 - 2R)]}/ 

{I + KtR[Mtl exp[h2(1- 2R)]} (11.34) 

or 

(kapp - kb)/(ki - kapp) 

= Kt[MtlR exp[h2(1 - 2R)l ki = k'(1) (11.34') 

There remains the question of whether the smooth Gaussian function is 
applicable to a discrete function. In reality, however, the summation of the 
Gaussian function in a discrete form can be easily replaced by its integration 
to within an experimental error. tS 

It is very important to consider which distribution best approximates 
the real reactant distribution. In order to simulate the distribution, (11.28) 
and (11.34) are transferred so as to give a plot of 1/(kapp - kb ) against 
1/[Mtl: 
Poisson 
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Gaussian 

1/(kapp - kb) = 1/(k~ - k,,) 

+ 1/{Kl(k~ - kb)R exp[h2(1 - 2R)]} x 1/[Mt ] (11.36) 

Figure 11.2 shows the simulation curves for the two distributions. The plots 
of 1/(kapp - kb ) against 1/[Mt ] give a straight line for the Poisson distribu­
tion, wheras those for the Gaussian distribution are concave to the abscissa. 

Up to now, the reaction kinetics has been treated assuming monodisper­
sity of the micellar aggregation number. However, polydispersity of the 

0.04 

0.031-------~~:;.-~ 

:J 
I 

1 ~ 0.02 
....... -

Figure ".2. Simulation of reactant distribution among micelles from variation of 
1/(kapp - ~) values with micellar concentration. K, = 5 x llY mort dm3, R = 5 at the micellar 
concentrationof2 x 10-5 mol dm-3, and 1/(~PP - kb ) = 0.01 at an infinite micellar concentra­
tion. A, Poisson distribution; B, Gaussian distribution of CT = 1.5; C, Gaussian distribution of 
CT = 0.3R. (Reproduced with permission of the American Chemical Society.) 
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micelles will affect the reaction kinetics. For example, k: variation of the 
surface area per micelle could result in variation of both the rate constant 
and the association constant Ki of reactant to micelle. However, Eqs. (11.28) 
and (11.34) are obtained by averaging k: and Ki over the range of micellar 
aggregation number. IS 

The reaction of tetranitromethane with hydroxide ion is21•22 

(11.37) 

where k is the second-order rate constant. Figure 11.3 shows the plots 
obtained using (11.35) and (11.36) for this reaction in a few surfactant 
systems, and Table 11.1 gives the rate constantli obtained from the plots.23 

Because of the excellent linearity of these plots, the distribution of the 
reactants among micelles can be well approximated by the Poisson distri­
bution. 

(/J 

i 
.§ 

-..... ..... 

0.10...-------------------, 

200 
1/( Ct-cmc)/mol- ' elm3 

Figure 11.3. Determination of k~ and Kdn values from the linearity plots of 1/(kapp - kb) 

aginst 1/( Ct - CMC). A, hexadecyl trimethylammonium chloride; B, hexadecyl trimethylam­
monium bromide; C, hexadecyl trimethylammonium nitrate. (Reproduced with permission of 
the Chemical Society of Japan.) 
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Table 11.1. Second-Order Rate Constant (kD for Nitroform Anion Formation, and 
the Association Parameter (KII n) and the Roughly Estimated Association Constant 

(KI ) of Tetranitromethane with Micelles from Micelle Aggregation Number n 

k\ X to-2 Kdn x to-I Kl X to-2 

Surfactant (dm3 . morl . 8-1) (dm3 . mol-I) (dm3 . morl) 

Cationic 
C lOH21 N+(CH3hCl- 0.33 1.17 3 
CI2H2SW(CH3hCl- 0.56 3.2 12 
CI6H33N+(CH3hCl- 2.28 8.9 54 
CI6H33N+(CH3hBr- 1.76 5.s 44 
CI6H33N+(CH3hN03" 1.27 6.1 48 
CI6H33N+(CH3hN03" 1.27 6.1 48 
CI6H33N+CsHsCl- 1.52 10.9 71 
CI6H33N+(CH3hCH24>Cl- 2.67 18.3 >150 

Nonionic 
CSHl,O(C2H40)6H 0.044 2.93 9 
ClOH21 O( C2H40 )6H 0.104 1.82 17 
CI2H2SO( C2H40 )6H 0.171 1.03 48 
CI2H2S0(C2~O)lOH 0.67 0.70 12 
C12H2S0(C2H40)ISH 0.50 0.83 10 
C12H2SO( C2H40 hoH 0.289 0.55 4 
C12H2s0(C2H40h9H 0.142 1.60 9 

• Reproduced with permission of the Chemical Society of Japan. 

The foregoing discussions have regarded micelles as a chemical species, 
whereas many reports have been based on a pseudophase model and on 
the partition of reactants between the micellar phase and the intermicellar 
bulk phase. 17,18,24 Recently, however, the failure of the pseudophase model 
has been demonstrated even for studies of micellar catalysts.25,26 Fendler 
and Fendler10 summarized data on the reaction rates for a wide variety of 
micellar systems on the basis of the studies performed up to 1975. During 
the past 15 years, the focus of interest has shifted from organic reactions 
to photochemistry in micellar systems (Chapter 12). Nevertheless, the effects 
of counterions27,28 and of nonmicellar aggregates of hydrophobic ion29 on 
micellar catalysis remain highly instructive as do those on micelle and 
submicelle formation. 

11.4. Inhibition in Micellar Solutions 

Compounds that reduce the rate of a reaction are called inhibitors (I). 
Inhibition can be brought about by a wide variety of mechanisms, In 
enzymatic reactions, inhibitors can be classified as either irreversible or 
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reversible. The former are catalytic poisons that co~bine with an enzyme 
in such a way as to reduce its activity to zero. Many enzymes can be poisoned 
by trace amounts of heavy metal ions, and for this reason it is common 
practice to carry out kinetic studies in the presence of complexing agents. 
Reversible inhibitors-by far the more important class of inhibitor­
co'mbine with the enzyme to form a dynamic complex that has lower catalytic 
activity than the free enzyme. Competitive inhibitors compete with the 
substrate for the substrate binding site on the enzyme, forming an enzyme­
inhibitor complex (EI) in place of the enzyme-substrate complexl3 : 

K, ~ 
E+S ~ ES --+ E+P 

~Jr+I (11.38) 

EI 

The concentration of this complex is given in a similar manner to (11.2) 
by the eqUilibrium constant KI = [E][I]/[EI], which is called the inhibition 
constant. For sufficiently rapid complex formation, the same procedure that 
gave (11.4) yields 

v = V[S]/(K:!,P + [S]) (11.39) 

where 

(11.40) 

and V and K. have the same meanings as in Section 11.2. Equation (11.39) 
is of the same form as the Michaelis-Menten equation. 

Inhibition in micelle-catalyzed reactions cannot be handled as easily 
as inhibition in enzymatic reactions, because reactants and inhibitors do 
not form complexes of 1: 1 stoichiometry with micelles. As discussed in 
Chapters 9 and 12, the most promising model for the distribution of 
solubilizates into micelles is the Poisson distribution, which is employed 
here. The incorporation of reactants and inhibitors into micelles can be 
assumed to be independent of each other as long as the amounts incorpor­
ated are small and do not change the characteristics of the mother miceile. 
Then, the denominatorof(11.19) remains unchanged. As for the numerator, 
the MRj micelle containing no inhibitor experiences the same reaction. If 
we assume that the reaction is complety stopped for micelles incorporating 
more than j inhibitor molecules, (11.28) is then transformed to 

(11.41} 
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because the Poisson distribution of inhibitors is applicable to each MRi 
micelle irrespective of the magnitude of i. When j = 0, or when the reaction 
is totally inhibited in micelles containing any number of inhibitor molecules, 
(11.41) becomes 

(11.42) 

where the average number of inhibitor molecules per micelle is assumed to 
be small and the inhibitor molecules are exclusively incorporated into 
micelles. When the micellar concentration is so great that there are only 
three kinds of micelle, M, MRI , and MIl, we have 

(11.43) 

Introducing (11.43) into (11.28) leads to 

or 

where [MIl] is assumed to be negligible compared to [M]. Equation (11.44') 
has been found to be applicable to some inhibited micellar reactions.30 

Micellar catalysis has no analog for competitive inhibition. Inhibition 
in micellar systems most often involves an interaction between reactants 
and micelles. For example, if one ionic reagent is excluded from a counter­
ionic' micelle by electrostatic repulsion while the other is concentrated in 
the micelle, the reaction will be retarded. An increase in the micellar 
concentration dilutes the reagents in the micelle and thus reduces the 
apparent reaction rate. An unfavorable location of the reaction site within 
the micelle can also be a dominant factor resulting in inhibition.31 As is 
clear from the above equations and discussions, micelle-catalyzed reactions 
are essentially different from those catalyzed by enzymes. 
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Photochemistry in 
Micellar Systems 

12.1. Introduction 

12 

Photochemistry in micellar systems is a type of micellar catalysis in the 
sense that the photochemical process takes place in the micellar domain. 
The outstanding recent progress in micellar photochemistry is well laid out 
in a number of review articles and papers on photochemical and photophy­
sical processes in micellar assemblies.1- s As described in previous chapters, 
hydrophobic organic solutes solubilize well in the micellar core, whereas 
the micellar surface controls the concentration of hydrophilic solutes. The 
electrostatic potential of up to a few hundred millivolts at the surface of 
ionic micelles is especially effective in attracting or repelling ionic species. 
Thus, micelles are microscopically heterogeneous and well suited as surfaces 
for reactions of appropriate reactants. 

An important characteristic of reactions in micellar systems is that the 
micellar concentration can be varied to some extent. In a ususal solvent it 
is almost impossible to avoid side reactions. In a micellar system, on the 
other hand, side reactions can be avoided by adjusting the concentrations 
of reactants and micelles so that most micelles contain just one reactant 
molecule. The distribution of reactant molecules among micelles thus has 
a crucial influence on reaction in micellar assemblies, as discussed in 
Chapter 9. 

12.2. Determination of the CMC 

Absorption of light by a molecule causes a change in the dipole moment 
of the molecule. Molecular dipole moments are also influenced by the 
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medium surrounding the molecule. Thus, molecular absorption spectra 
change with the solvent. Because micelles are organized assemblies of 
surfactants, properties such as dielectric constant and viscosity vary with 
position in the micelle. For example, the dielectric constant is low in the 
micellar core and high at the micellar surface. Photochemical processes of 
photosensitive probe molecules are very sensitive to the dielectric constant 
of the solvent. The precise solubilization site of a probe in a micelle depends 
on both the probe and the micelle employed: generally, hydrophobic probes 
enter the micellar core and hydrophilic probes localize at the micellar 
surface. Thus, micellar structure may be examined by using a probe designed 
to localize in a particular micellar zone. 

Pyrene monomer fluorescence is a good example of the effects of the 
medium on photochemical phenomena. The intensities of the vibronic bands 
depend on the solvent, so that the intensity ratio of peak III to I decreases 
with increasing dielectric constant of the solvent (Fig. 12.1).3,6-8 The 
maximum wavelength "max of pyrene carboxyaldehyde increases with an 
increase in E, and, in addition, there is a linear relationship between "max 

and e over the range e > 10 (Fig. 12.2V Another example is the dependence 
of the absorption maximum of benzophenone9 on the solvent polarity 
parameter (Fig. 12.3).10-12 Spectral changes ofalkylbenzene13 and ruthenium 
bipyridyl ion14 have also been examined. 

It is important to remember that a solubilizate is in association­
dissociation equilibrium with micelles, and that the observed spectrum of 
a probe is thus a statistical average over time spent in each location in the 
micelle. Determination of the CMC therefore consists of the following two 
steps: solubilization of the probe into micelles from an aqueous medium, 
and the spectral change due to the different environment. The probe begins 
to solubilize at the CMC, when micellization commences, and this event is 
marked by an abrupt change in color (Fig. 12.4).15-19 If the probe concentra­
tion is kept constant, the continuing change in color indicates the progress 
of solubilization. Most probe molecules are dyes. Their concentration should 
be as low as possible so that they do not influence the CMC, as discussed 
in Section 4.7. Cationic probes are used for anionic surfactants and anionic 
pobes for cationic surfactants. When the presence of the probe may reduce 
the CMC, the correct CMC should be determined by extrapolation to a 
probe concentration of zero. The dyes used for CMC determination on the 
basis of spectral change are pinacyanol chloride,20-22 rhodamine 6G,20,22 
erythrosin,22 sky blue/o methyl orange,23 and TCNQ.24 Special care must 
be taken when pinacyanol chloride is used.25 In the years since the pyrene 
molecule was recognized as a useful fluorescence probe, pyrene and its 
derivatives have been employed to determine the CMC of micellar solutions 
from the change in the fluorescence spectrum (Fig. 12.5).26,27 
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Figure 12.1 Solvent dependence of vibronic band intensities in pyrene monomer ftuorescene. 
[pyme] = 2 ",mol· dm-3 ; A.xit = 310 nm.6a (Reproduced with permission of the American 
Chemical Society.) 

The CMC may also be determined from the rate of energy transfer 
reactions for which the electrostatic surface potential of an ionic micelle 
plays an important role in the kinetics.28 

12.3. Determination of Micellar Aggregation Number 

Along with the CMC, the main factor determining the properties of 
surfactant solution is the micellar aggregation number (the number of 
surfactant molecules in a micelle). The colligative and light-scattering 
properties of solutions have been used to determine the micellar aggregation 
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Figure 12.2. Variation offtuorescence maximum Amax ofpyrenecarboxyaldehyde with dielec­
tric constant of the medium.3 (Reproduced with permission of the American Chemical Society.) 

number, but these techniques involve the problem of dissociating counter­
ions from the micelle. Photochemical determination completely avoids this 
problem. Instead, a few reasonable assumptions are employed as to the 
distribution of probe molecules among micelles and the rate constants of 
photochemical processes. This method is an outcome of recent progress in 
photochemistry. Two approaches are used: static29 and dynamic.30 
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Figure 12.3. Absorption maximum" (em-I) of benzophenone plotted against the solvent 
polarity parameter E'T(30) for n-1T* transitions. Surfactant concentration is 0.10 mol· dm-3•9 

(Reproduced with permission of the American Chemical Society.) 
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Figure 12.4. Solubility change of phenothiazine (PTH) with surfactant concentrations at 
298.15 K. a, sodium dodecyl sulfate (SOS); b, SOS/0.15 mol· dm-3 of NaCI; c, manganese 
(II) dodecyl sulfate; d, zinc(lI) dodecyl sulfate.192 (Reproduced with permission of the 
American Chemical Society.) 

12.3.1. Static Method 

The first step in determining the micellar aggregation number by the 
static method is to select a fluorescence probe P and a quencher Q, both 
of which are incorporated exclusively into the micellar domain. For anionic 
surfactant micelles, the typical choices are tris(a, a'-bipyridine)ruthenium 
ion as P and 9-methylanthracene as Q. In this case, the quenching process 
takes place only in the micellar region. The concentrations of P and Q and 
the intensity of the excitation light are all kept small so as not to conflict 
with the theory given below. In particular, the concentration of P should 
not exceed one per micelle. The Q concentration is small enough that the 
Poisson distribution of Q among micelles is applicable: the ratio of micelles 
[Mil associated with i molecules of solubilized Q to the total micelles [Mtl 
is given as 

[Mil/[Mtl = n~exp(-nq)/i! (12.1) 

where nq is an average number of Q molecules per micelle. 
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Figure 12.5. Change in the fluorescence characteristics ofpyrene and pyrenecarboxyaldehyde 
as a function of Neodol 91-8 concentration.27 (Reproduced with permission of the American 
Chemical Society.) 

There are only three deactivation processes for the excited P*: 

P* ~ P+hv (12.2) 

(12.3) 

;k. 
[P* .. ·M;l --- [p ... M;l; i = 1,2,· .. (12.4) 

The first is a radiative decay, the second a nonradiative decay, and the third 
a quenching decay. According to the form given for (12.4), the kinetics of 
intramicellar quenching is assumed to be first order and the presence of 
other quenching molecules in the micelle is assumed not to disturb the 
process. The constant kq is the rate constant of the process in the case where 
one Q and one P coexist in a micelle (Fig. 12.6). The concentration of 
micelle incorporating one P and iQ is given by the product of [Ptl and 
(12.1), and the stationary radiation from these micelles becomes 

d[P*M;]/dt = F[Ptl x [n~ exp( -nq)/i!l 

-(kr+ k..r+ ikq)[P*M;l = 0 (12.5) 
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Figure 12.6. Schematic illustration of probe (P) and quenching (Q) molecules solubilized in 
micelles. 

where F is a rate constant of p* formation and [P*l is negligibly small 
compared with [Pt ] owing to weak excitation intensity. The total fluorescence 
1 at a right angle to the incident light by radiative decay then becomes 

00 

1 = Ike ~ [P*M j l (12.6) 
j=O 

where I is an operational constant. Introducing [P*Mjl from (12.5) into 
(12.6) gives 

00 

1 = IFkr[Ptl exp( -iiq ) x ~ [ii~/(Icr + lenr + ikq )i!l (12.7) 
1=0 

In a similar way, the tluorescence intensity 10 when no Q molecule is present 
in the system becomes 

(12.8) 
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because from (12.5), [P*] is 

[p*] = F[Pt]/(kr + knr} (12.9) 

Taking the ratio 1/10 results in 

00 

1/10= bexp(-flq } x L fl~/[(b+i}i!] (12.10) 
;=0 

where b is given by 

(12.11) 

Figure 12.7 shows the relation between 10/1 and flq as a function of 
parameter b. Particularly when the quenching rate constant is much larger 
than the rate of deactivation by other mechanisms, (12.10) simplifies to 

(12.12) 

Figure 12.7. Logarithm of the ratio of fluorescence intensities against average number of 
immobile quenching molecules per micelle. 1, b = 0; 2, b = 0.1; 3, b = 0.3; 4, b = 1; 5, b = 3; 
6, b = 10.29 (Reproduced with permission of Elsevier Science Publishers.) 



Photochemistry in Micellar Systems 219 

The average micellar aggregation number n is 

n = ~ n[Mn] / ~ [Mn] = {C, - monomer)/[Mt] (12.13) 

and, by combining (12.12) and (12.13), it follows that 

[In(Io/I)rl = (1/[Q]n) x (Ct - monomer) (12.14) 

Plots of the left-hand side of (12.14) against the surfactant concentration 
at constant Q concentration should be linear, and the slope and the x­
intercept are ([Q]n)-l and CMC, respectively.31 As is clear from (12.14), 
it is also possible to obtain the aggregation number at constant surfactant 
concentration by changing the Q concentration. This method is very valuable 
for surfactants whose aggregation number changes with total surfactant 
concentration. In this respect, the present photochemical technique is 
superior to the conventional light-scattering technique, which requires 
measurements over a wide range of concentration. 

The method has been criticized on the grounds that it does not give 
an inherent aggregation number because of the coexistence of probe 
molecules in micelles. However, the aggregation numbers determined by 
the luminescence quenching method are almost identical to those deter­
mined by the light-scattering method (60 ± 2 for SOS, for example).3l Other 
reports concern the effects of sale2 and polar organic additives33 on SOS 
or cetyltrimethylammonium chloride micelles,34 aerosol OT microemul­
sions,3s SOS/zinc dodecyl sulfate mixed micelles,36 and nonionic (Triton) 
micelles with varying ethylene oxide units.37 For SDS, an extensive investiga­
tion has been reported on the interaction between tris(a, a'-bipyridine)­
ruthenium ion and dodecyl sulfate ion.38 

12.3.2. Dynamic Method. 

If the lifetime of the fluorescent probe P* is long enough to allow 
time-resolved fluorescence measurements, the micellar aggregation number 
can be determined from the decay curve. By using a cutoff of the incident 
light (F = 0), (12.5) can thus be written as 

d[P*M;]/ dt = -(lcr + k..r + ikq)[P*M;] (12.15) 

Integration of (12.15) with respect to time and a subsequent summation of 
i leads to 

[P*(t)] = [P*(O)] x exp{-(lcr+ k..r)t + nq[exp(-kqt) -In (12.16) 
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where the Poisson distribution ofQ and the following relation are employed: 

00 

L [n~ exp( -ikqt)j if] = exp[nq exp( -kqt)] (12.17) 
i=O 

If (12.16) is introduced into (12.6) and log[Ij 10 ] is graphed against time, 
a linear plot is obtained for which kq is the initial decay, kr + lenr is the 
slope for a longer time scale, and nq is the x-intercept. 

Another dynamic method is to use a time-resolved fluorescence 
measuremeneo in which the kinetics of intramicellar excimer formation and 
dissociation are taken into consideration. The excimer is a dimer made of 
activated and nonactivated molecules. The excimer of pyrene in micelles 
has been investigated in detail,8,39,4O and pyrene has been employed in most 
cases. 

Micelles incorporating n probe molecules (MPn ) obey the Poisson 
distribution with respect to n, and the following are the four fundamental 
intramicellar photochemical processes: 

P(n)l. 

MP" - MP*Pn - 1 (12.18) 

(12.19) 

(n-I)k,; 

MP*P ,,-I ~ MP!P ,,-2 (12.20) 
k_B 

(12.21) 

The first is an excitation of P, the second a radiative transition, the third 
excimer formation and dissociation, and the fourth a transition decay of 
the excimer. In every case, the kinetics is assumed to be first order, P(n) 
is a distribution probability from (12.1), la is the intensity of incident light, 
and k .. kE' k-E' and k~ are the rate constants of corresponding reactions. 
From the above processes, the following two rate equations are derived 
concerning MP*P"_I and MP*Pn - 2: 

d[MP*P"_I]jdt = P(n)la - [kl + (n - l)kEl[MP*P"_I] 

+ k_E[MP! Pn - 2] 

d[MP!P"_2]jdt = (n - l)kE[MP*P"_I] 

- (k~ + k_E )[MP!P,,-2] 

(12.22) 

(12.23) 
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The time dependence of the fluorescence intensity from the decay of excited 
monomer after pulse excitation may be simplified from (12.22) by assuming 
that 1a = 0 and k~ » k_E : 

(12.24) 

The time dependence of fluorescence intensity obtained by summarizing 
the above solution with respect to n is then given by 

In [1(t)/ 1(0)] = -kit + n[exp( -kEt) - 1] 
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Figure 12.8. Pyrene in a cetyltrimethylammonium chloride (CTAC) micelle at [CTAC] = 
0.010 mol· dm-3• A, [pyrene] = 7.5 x 10-6 mol· dm-3; B, 5.2 x 10-5 mol· dm-3 ; C, 1.0 x 
10-4 mol· dm-3; D,2.08 x 10-4 mol· dm-3; e, experimental points from transition experiment 
for monomer decay. Inset: longer wavelength emission from the pyreme excimer obtained by 
steady-state experiment normalized to emission for A.4 
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Table 12.1. CMC and Micelle Aggregation Number (;i) ofSDS and n-Alkylsulfonic 
Acidsa 

CMCb 

Surfactant (mmol . dm-3) 

SDS 8.2 
C12H2SS03H 7.8 
C14H29S03H 2.2 
C16H33S03H 0.59 

"Reproduced with pennission of Academic Press. 
bCMC detennined by electrical conductivity. 

CMCC 

(mmol . dm-3) 

5.7 
7.5 
0.32 

-0.84 

cValues detennined from steady-state ftuorescence data. 
dValues detennined from ftuorescence decay measurements. 

ijC ijd 

59 64 
58 63 
85 82 

101 107 

where the Taylor series of (12.17) is also employed. Thus, the time-resolved 
fluorescence intensity can be used to calculate the rate constants kl and kE' 
and the average of probe molecules per micelle ii. Equations (12.16) and 
(12.25) are fundamentally the same. To perform this determination, a 
wavelength due to monomer decay must be selected, because the radiative 
transitions from monomer and excimer take place at the same time. 

Figure 12.8 shows examples for micelles of cetyltrimethylammonium 
chloride/a and Table 12.1 gives micellar aggregation numbers determined 
by both static and dynamic methods for SDS and alkylsulfonic acids.41 The 
results are in good agreement within the range of experimental error. 

12.4. Kinetics of Redox Reactions 

One of the most important characteristics of ionic micelles is their 
electrostatic potential (up to hundreds of millivolts at the micellar surface) 
and their resulting ability to select specific counterion species. The potential 
also depends on the counterion, so the above two quantities are not 
necessarily independent. They have a crucial effect on electron transfer 
reactions in micellar systems. 

When the following photo-redox reaction takes place between an 
electron acceptor A and an electron donor D in a micellar system: 

hI' 
A+D ~ A-+D+ 

.:l. 
(12.26) 

the effective conversion of light energy to chemical energy depends 
absolutely on whether the products A- and D+ formed by the light energy 
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can be made to undertake another chemical reaction before the rapid back 
reaction dissipates the energy as heat (a). A promising approach is to 
employ charged surfactant aggregates, such as micelles or vesicles, as a 
reaction medium. The role of these assemblies is to (1) solubilize the 
photoactive species in the micellar domain and (2) provide an ultrathin 
electrostatic barrier at the micellar surface,42 by means of which kinetic 
control of the forward and back reactions of (12.26) becomes feasible.43 

Phenothiazine and its derivatives are photochemically interesting, and 
their triplet state and cation radicals have been extensively investigated. 44-46 

Electron transfer reactions using these agents as electron donors have been 
studied in both homogeneous47,48 and micellar solutions.29,49-52 Figure 12.9 
shows the spectra of 10-methylphenothiazine (MPTH) solubilized in anionic 
micelles with cationic metallic counterions (MPfHT for Na+ and MPfH+ 
for Cu2+) immediately after a laser pulse.49 From time-resolved analysis 
over a brief interval, the electron transfer takes place via MPfHT. However, 
over a long time scale, the reaction can be expressed as 

MPfH + Cu2+ ~ MPfH+ + Cu+ (12.27) 

The MPfH+ thus produced cannot escape from the mother micelle because 
of its hydrophobic interaction with the micelle and the micelle's negative 

0.15 

.e-

.~ 0.10 

~ 
"@ 
~ 

8 
0.05 

600 
Wavelength/nm 

Figure 12.9. Absorption spectra immediately after a laser pulse. a, 1 x 10-4 mol· dm-3 MPTH 
in S x 10-2 mol· dm-3 SDS solution; b, 1 x 10-4 mol· dm-3 MPTH in 2 x 10-2 mol· dm-3 

copper(II) dodecyl sulfate.49 (Reproduced with permission ofthe American Chemical Society.) 
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electrostatic potential. On the other hand, reduced Cu+ is forced to move 
far from the mother micelle, and the electron transfer back reaction is 
thus second order (Fig. 12.10). If Cu+ remained in the micelle, the back 
reaction would be first order because of the decay of D+ -A-pairs in the 
micelle. 

The following example is a versatile electrokinetic mechanism that can 
be applied to a variety of electron transfer reactions.so The micellar systems 
is composed of anionic micelles incorporating MPTH, in which the counter­
ion Cu2+ is replaced by Eu3+. If Eu3+ is the only counterion, the Krafft 
temperature range (or MTR) of the surfactant is too high to use, so micelles 
with mixed Eu3+ and Na + counterions are used instead. The electron transfer 

200 

150 

Figure 12.10. Kinetics of MPTH cation decay. a, 1 x 10-4 mol· dm-3 MPTH in 2 x 
10-2 mol· dm-3 copper(II) dode~l sulfate; b, 3 x 10-4 mol· dm-3 MPTH in S x 
10-3 mol· dm-3 CUS04 in ethanol/water (1/2 v/v) mixed solvent solution.49 (Reproduced 
with permission of the American Chemical Society.) 
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reaction is similar to that of CU2+: 

(12.28) 

The succeeding electron transfer back reaction between MPTH+ and Eu2+ 
consists of three elementary processes (Fig. 12.11): (1) first-order back 
reaction of D+-A- ion pairs in a micelle (kb ), (2) dissociation (kd ) and 
association (ka) of A-with micelles, and (3) hopping transfer of A-among 
micelles through the overlapping ionic atmosphere formed by close 
approach of micelles (kh ). The time dependence of the respective [D+ A -], 
[D+], [MA-], and [A -] are 

d[D+ A -]/dt = -(kb + kJ + kh[M])[D+ A-] + kh[D+][MA-] 

+ka[D+][A -] (12.29) 

d[D+]/ dt = (kd + kh[M])[D+ A -] - ka[D+][A-] 

-kh[D+][MA -] 

d[MA -]/ dt = kh[M][D+ A -] - kd[MA -] + ka[M][A-] 

-kh[D+][MA -] 

d[A -]/ dt = kd([D+ A -] + [MA -]) - ka([M][A-] 

+[D+][A-]) 

(12.30) 

(12.31) 

(12.32) 

where [M] refers to empty and D-containing micelles, [D+] to micelles with 
associated D+, [MA -] to micelles with associated A -, [D+ A -] to micelles 
with associated D+ and A-, and [A-] to free A- in the intermicellar bulk 
phase. The observable parameter is the transient optical density of the sum 
of [D+] an [D+ A -]: 

(12.33) 

0: micelle 

D : electron donor 

A : electron acceptor 

Figure 12.11. Schematic illustration of the elementary processes contributing to the back­
transfer of an electron from a reduced acceptor to an oxidized donor in a micellar solution.so 

(Reproduced with permission of the American Chemical Society.) 
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When the decay of [On over a brief interval is the point of discussion, 
the second-order terms of (12.29) and (12.30) are negligible, and there results 

d[O+ A -]/ dt = -( kb + kd + kh[M])[O+ A -] 

d[O+]/ dt = (kd + kh[M])[O+ A-] 

Integration of (12.34) with respect to time gives 

and substitution of the result of [0+ A -] into (12.35) leads to 

[0+] = [CO(kd + kh[M))/(kb + kd + kh[M))) 

x{1 - exp[ -(kb + kd + kh[M))t)} 

(12.34) 

(12.35) 

(12.36) 

(12.37) 

where CO is the concentration of 0+ A-immediately after excitation. The 
sum of (12.36) and (12.37) results in 

[On = [Co/(kb + kd + kh[M])] 

X{kd + kh[M] + kb exp[ -(kb + kd + kh[M))t]) (12.38) 

The experimental parameter [0:] approaches a constant value after 
initial first-order decay. Over a longer interval, on the other hand, the system 
reaches a steady state for the concentration of 0+ A-: 

(12.39) 

The partitioning of reduced acceptors between the aqueous bulk phase and 
the micellar domain is also stationary: 

(12.40) 

An additional relationship for the condition of electro neutrality of the 
solution is 

(12.41) 

From (12.29), (1.39), (12.40), and (12.41), all transient concentrations can 
be expressed in terms of [0+]: 

(12.42) 
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[O+A-] = [(1 + kh[M]/kd )/(1 + ka[M]/kd)] 

X[ka[o+f/(kb + kd + Icn[M])] 
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(12.43) 

(12.44) 

By inserting the above three concentrations into (12.29) and (12.30), there 
results 

(12.45) 

where kobs is the second-order rate constant expressed as 

kobs = [kakb/(kb + kd + kh[M])] 

x[(1 + kh[M]/kd)/(1 + ka[M]/kd)] (12.46) 

Over the longer interval, [0+ A -] is negligible compared to [0+], and (12.45) 
becomes: 

(12.47) 

The next problem is to determine the four rate constants from the two 
parameters obtainable by experiment. One is the rate constant k of the 
first-order decay in the short time domain 

(12.48) 

and the other is the rate constant of the second-order decay in the longer 
time domain, kobs' Plotting the rate constant k obta~ned by applying (12.38) 
to an initial rapid decay against micellar concentration, one obtains kh • The 
k value increases with increaing micellar concentration, which is the reason­
ing behind the hopping reaction of A -. From differentiation of (12.38) with 
respect to time, the slope at time zero becomes 

(12.49) 

Because CO is obtainable from the optical density at time zero (Ao) and 
the molar extinction coefficient of 0+, kb can be determined by the initial 
slope, after which kd can be automatically evaluated. 
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Another approach to determining the rate constants is to use the 
following equation resulting from (12.38): 

(12.50) 

where Ap is the optical density ofthe plateau domain after the initial decay. 
Thus, from the linear plots of the left-hand side against the micellar con­
centration, the values of kd/ kb and kh/ kb follow from the intercept and the 
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Figure 12.12. Time dependence ofthe transient concentrations for chemical species produced 
by a light-initiated redox reaction in an SOS/europium(III) decyl sulfate system, kb = 2.1 X 

106 S-I, kd = 0.45 X 106 S-I, kb = 2.6 X 109 mol-I. dm3 • ~-I, k. = 5.2 X 109 mol-i. dm3 • s-t, 
[M] = 7.6 x 1O-4mol· dm-3, [0+]'_0 = 6.42 x 10-6 mol· dm-3• a, short-time decay; b, long­
time decay; -, experimental curve.50 (a) Time/ p.s; (b) time/l00 p.s. (Reproducec;i with 
permission of the American Chemical Society.) 
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Figure 12.12. (Continued) 
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b 

slope of the line, respectively. The decay of [On in the longer time domain 
is second order, and the decay constant kobs decreases with increasing 
micellar concentration, as expected from (12.46). The ka value can then be 
finally evaluated from the values of kobs, kb, kd , and kh • Figure 12.12 shows 
the concentration change with time for each chemical species. 

Other examples of electron transfer reactions in surfactant assemblies 
are those between pyrene and dimethylaniline in micelles,53 between 
viologen derivative and zinc porphyrin as an electron relay, 54 and between 
chlorophyll a and methylviologen in microemulsions55; the photoinduced 
reduction of duro quinone by zinc porphyrin in micellar solution56; the 
photoinduced redox reaction of proflavine in aqueous and micellar sol­
ution5?; retardation of back reactions in micellar systems58; light-driven elec­
tron transfer from tetrathiafulvalene to porphyrin and tris(a, a'-bipyridine) 
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rhuthenium ion in micellar and microemulsion solutions59; the photoin­
duced electron transfer from pyrene to oupric ions in anionic micelle60; and 
the effect of ethylenediaminetetraacetate on electron transfer from aqueous 
colloidal cadmium sulfate to methylviologen.61 All of these examples are 
characterized by reactions and reaction rates that can be observed only in 
surfactant assemblies. 
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Interactions between 
Amphiphiles and Polymers 

13.1. Introduction 

13 

Starting with the description by Bull and Neurath of an interaction between 
SDS and egg albumin,1 the interaction between amphiphiles and polymers 
has been widely investigated. Both naturally occurring proteins and starches 
and synthetic polymers, including polyelectrolytes such as polyacrylic acid 
and nonionic polymers such as polyethylene oxide, have been investigated. 
Arophiphiles, on the other hand, may be cationic, anionic, or nonionic. The 
interaction thus depends on the combinations of amphiphile and polymer. 

Study of interactions between synthetic polymers and surfactants began 
with the observation that the water-insoluble polymer polyvinylacetic acid 
becomes water-soluble in the presence of excess anionic surfactant.2 Similar 
findings followed.3- 5 Moreover, the aqueous solubility of anionic surfactants 
at temperatures below the micelle temperature range (MTR) increases 
greatly in the presence of a water-soluble polymer.6 These two phenomena 
result from the interaction between polymer and surfactant. The surfactants 
bind to the polymer, forming a type of complex with a polyvalent charge 
that behaves in aqueous solution very much like a polyelectrolyte. This 
similarity can be verified by such measurements as viscosity,7,8 agglomer­
ation,9 electrophoresis,lO,l1 electric potential difference/2 dialysis,13 and 
counterion dissociation of surfactant from the complex.14 In general, the 
strong interactions have been observed between anionic surfactants and 
nonionic polymers. 

Many reports and review articles 15-20 have appeared on the interaction 
between proteins and surfactants, ever since surfactants were found to be 
strong denaturants of water-soluble proteins.21 Much information on pro­
teins is still derived from studies of their interaction with amphiphiles. 

233 
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Recent interest focuses on the determination of protein molecular weight 
by electrophoresis with SDS,22,23 on the separation and purification of 
proteins from living tissue by solubilization with surfactants,24,25 and on 
solution behavior of proteins?6-30 For convenience, most of these studies 
use anionic surfactants, for which abundant reference data are available, 
and serum albumins, which bind readily with a variety of species. The serum 
albumins function as carrier proteins for nutrients, metabolites, and drugs 
in the bloodstream. Only a few investigations have employed cationic 
surfactants.31-35 

13.2. Analytic Models for Binding 

The interaction between polymers (P) and amphiphiles (A) can be 
concretely represented by a binding isotherm, and analysis of the isotherm 
yields an estimate of the change of the thermodynamic variables upon 
binding. Many mathematical descriptions of binding have appeared but 
only a few of the more common models are introduced in this section. 

The amount of bound amphiphile (Cb ) is obtained by subtracting the 
final equilibrium concentration (Cr) from the total concentration (Ct ). Thus, 
the number of bound molecules per molecule of protein (r) becomes 

(13.1) 

where Cp is the protein concentration. The variation of r with Cr is very 
important for understanding the mechanism by which amphiphiles bind to 
proteins. 

Scatchard derived a binding equation36 for the albumin molecule which 
is very similar to the Langmuir equation.31 The following assumptions were 
used: (1) Binding sites are localized and independent (binding at one site 
does not affect binding at another site). (2) The binding sites can be divided 
into several kinds, each with homogeneous binding site properties. When 
the number of binding sites of one kind is n, the binding isotherm is identical 
with the Langmuir equation and is expressed by 

(13.2) 

where K is the equilibrium binding constant. The K and n values can be 
determined by plotting r / Cr against r, as is clear from the rearrangement 
of (13.2): 

r/Cr = nK - Kr (13.3) 
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For m kinds of binding sites, (13.2) becomes 

m 

r = L njKjCr/(l + KjCr) (13.4) 
j=1 

In reality binding sites are not always independent. For example, 
binding may be independent but cooperative, or amphiphile binding may 
cause a conformational change that induces new binding sites, or multiple 
amino acid residues may contribute to the binding. Thus their binding in 
general should be treated by the following stepwise binding equilibria: 

(13.5) 

where K j is the stepwise binding constant expressed by 

Cr = [A] (13.6) 

and n is the maximum number of binding sites. The r value is then expressed 
by 

Equation (13.7) is essentially equal to (13.4), but it cannot conveniently 
be applied to cases where i === 2.38 Therefore, to derive an explicit expression 
from (13.7), we make the following simplifying assumptions. For the ith 
binding equilibrium, the binding rate of one A molecule to n - i + 1 vacant 
sites on a protein molecule is equal to the dissociation rate of one molecule 
from the protein molecule bound with i molecules of A, where the former 
is proportional to the number of vacant sites and the latter to the number 
of bound A molecules. We then have the following equation for the velocity 
of [PAj] change: 

d[PA j ]/ dt = (n - i + l)k[PAj - 1]Cr - ik[PA;] = 0 (13.8) 



236 Chapter 13 

or 

Ki = [PA;]/([PAi-tlCr) = (n - i + 1)k/i k = k/ k (13.8') 

where k is the intrinsic binding rate constant of an A molecule, k is its 
dissociation constant, and k is their ratio. 

The following equality for Kl results from the same analogy: 

(13.9) 

From (13.8') and (13.9) there results 

Ki = (n - i+ I)Kdni (13.10) 

The product in the denominator of (13.7) can then be simplified, with the 
help of (13.8'), to 

i 

n Kj = {n!j[i!(n - i)!]} x k i 
j=l 

The r value then becomes 

(13.11) 

r = t i{n!j[i!(n - i)!]}(kCr)I/[ 1 + t {n!j[i!(n - i)!]}(kCr)l] (13.12) 

By the binomial theorem, the denominator is equal to (1 + kcr)n, while the 
numerator can also be obtained in a closed form by mathematical manipu­
lation20: 

n 

= L i{n!j[i!(n - i)I]}(kCr)i-l (13.13) 
i=l 

Equation (13.12) finally becomes 

(13.14) 

Equation (13.14) is identical to (13.2), which indicates that the assump­
tions listed above are fundamentally equal to those of the Langmuir equation 
and the Scatchard isotherm. Thus, the binding isotherms are idealized and 
do not take into consideration either cooperative binding or adsorption. 
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Because the binding of amphiphiles to proteins results from the hydro­
phobic and electrostatic interactions, cooperativity actually is very impor­
tant, just as it is in micelle formation. In addition, the hydrophobic interac­
tion between proteins and ionic surfactants results in a conformational 
change of the polymers even at remarkably low surfactant concentrations.Is 

Such cooperative binding oflow-molecular-weight amphiphiles to polymers 
has been well treated theoretically by Satake and Yang,39 who adapted the 
Zimm-Bragg theory40 for helix-coil transitions to the cooperative binding 
isotherm of ionic surfactants to polypeptides. The theory defines two para­
meters: the equilibrium constant s and an initiation factor u. If the digit 0 
represents an unbound polypeptide side chain and 1 a surfactant-bound 
polypeptide side chain, the state of the polypeptide chain can be schemati­
cally described by a sequence such as ... 00001111100011100 .... The free 
energy change of the binding is so great per polypeptide residue, compared 
with that of its conformational change, that the conformational change need 
not be considered in this discussion. The binding between polymer residues 
and the surfactants can be written by either of the following two binding 
equilibria: 

Ko 
(00) + A ;::::::= (01) (13.15) 

Kuu 
(10) + A ;::::::= (11) (13.16) 

where Ko is the binding constant of the surfactant molecule to a site with 
two unoccupied nearest neighbors, and Kou is the binding constant of a 
site that follows one or more occupied sites. Here, u can be described in 
terms of the interaction energies E of the neighboring groups: 

u = exp[(2EoI - En - Eoo)/ kT] (13.17) 

lethe average electrical potential at the polymer surface is 1/10, K o in (13.15) 
and (13.16) can be written as 

K = Ko exp( -el/lo/ kT) (13.18) 

Thus, denoting the concentration by brackets, we may write 

us = [01]/[00] = KCr (13.19) 

and 

s = [11]/[10] = KuCr (13.20) 
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with 

0' = [01][10]/[00][11] = 1/ u (13.21) 

According to the Zimm-Bragg theory,4O the degree of binding x = 
Cb/ Cp , where Cp is the polypeptide residue concentration, becomes 

x = d In Ao/ d In s (13.22) 

where Ao represents the larger of the two eigenvalues for the statistical 
weight matrix, and is given by 

Ao = {1 + s + [(1 - S)2 + 40'sr/2}/2 (13.23) 

It follows, therefore, from (13.19), (13.20), (13.22), and (13.23), that 

2x - 1 = (s - 1)/[(1- S)2 + 40'sr/2 

= (KuCr-1)/[(1- KUCr)2 + 4KCrl1/ 2 (13.24) 

In the above equations, K is assumed constant because 1/10 remains virtually 
constant until x becomes large. Equation (13.24) is equivalent to the theoreti­
cal equation by Schmitz and Schurr.41 The free surfactant concentration at 
x = 0.5 in (13.24) satisfies Ku( Cr)x=o.s = 1, and (13.24) is rewritten as 

2x -1 = (y -1)/[(1- y)2+4y/ur/2 (13.25) 

where y = Cr/(Cr)x=o.s. By differentiating x in (13.24) with respect to Cr 
and substituting (Cr)x=o.s by 1/ Ku, we have 

(dx/dln Cr)x=o.s = U 1/ 2/4 (13.26) 

Thus, the parameter value of u can be determined by the observed binding 
isotherm onto polymers. In addition, the number of bound surfactant ion 
clusters (Z) is given by d In A~/ din 0'.40 Hence, the average cluster size of 
bound surfactant ions (rii) and unoccupied binding sites (p) can be derived 
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from (13.23) 

m = me/ Z = 2x(u - 1)/{[ 4x(J - x)(u - 1) + lr/2 - I} (13.27) 

and 

p=(1-x)m/x (13.28) 

The above theoretical treatment is also equivalent to those of Marcus42 and 
Lifson,43 and has been employed for surfactant binding to polyelec­
trolytes.44,45 

13.3. Binding of Amphiphiles to Synthetic Polymers 

The finding that mixed solutions of polymers and amphiphiles often 
exhibit solution properties much different from those of each individual 
solution strongly suggests that the formation of a polymer-ampbiphile 
complex results from interaction between polymers and amphiphiles. For 
example, the aqueous solubility of sodium hexadecyl sulfate (Krafft tem­
perature range approximately 30°C) is less than 5 x 10-4 mol· dm -3 at 25°C. 
However, it increases with the addition of polymers that form a water-soluble 
complex (Fig. 13.1).6 The increase depends on the kind of polymers, their 
molecular weight and concentrations, and temperature. Amylose molecules 
precipitate with sodium dodecyl sulfates as a clathrate compound.46,47 These 
compounds are formed mainly by hydrophobic interaction between poly­
mers and surfactants, because nonionic polymers are also able to form 
complexes and because only surfactants with alkyl chains longer than a 
certain carbon number form complexes. Specifically, only anionic surfac­
tants with alkyl chains longer than Cg , and only cationic surfactants with 
alkyl chains longer than C14 , form complexes with polyvinyl alcohol, poly­
vinyl pyrrolidone, and polyethylene glycol. Anionic surfactants also bind 
much more extensively to polymers than do cationic surfactants. 

The concentration range in which surfactants begin to bind to polymers 
is very narrow, much as for micelle formation, which strongly suggests a 
cooperative binding mechanism. The relation between the logarithm of the 
concentration and surfactant carbon number is linear,5,48,49 and the free 
energy of transferring a methylene group from the aqueous bulk to the 
complex is also equivalent to that of micelle formation. The solubilization 
of sparingly soluble materials by the complex yields plots of maximum 
additive concentration (MAC) versus surfactant concentration similar to 
those given by pure micelles. The MAC generally increases with polymer 
concentration at a fixed surfactant concentration.50,51 The function of the 
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PVP Concentration/lO-2 unit mol dm-3 

Figure 13.1. Solubility of sodium hexadecyl sulfate (SHS) in aqueous solutions of polyvinyl­
pyrrolidone of difference molecular weight (MW) as a function of polyvinylpyrrolidone (PVP) 
concentration.6 1, MW = 28,000 at 20°C; 2, MW = 28,000 at 25°C; 3, MW = 28,000 at 30°C; 
4, MW = 13,000 at 25°C; 5, MW = 220,000 at 25°C. (Reproduced with permission ofSteinkopf­
Verlag Darmstadt.) 

polymer in such a complex is to make the surface of the complex more 
hydrophobic and thus to promote the interaction between the complex and 
the solubilizate. Kinetic studies of polymer-surfactant complex formation 
support the idea that the complex consists of a micelle wrapped in a polymer 
chain rather than a polymer saturated by linear adsorption of surfactant 
molecules. 52 The adsorbed polymer localizes in the micelle palisade layer 
or at the micellar surface, leading to an increase in the micelle ionization 
of ionic surfactants,53-55 and the micellar aggregation number of the com­
plexes decreases with increasing polymer concentration.55,56 
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Many reports have appeared regarding complex formation for a variety of 
systems, such as nonionic and anionic surfactants with sodium carboxy­
methylcellulose,57 anionic and cationic surfactants w~th nonionic poly­
mers,s8 SDS with methylcellulose and polyvinyl alcohol, 59 and SDS with 
gelatin.60 Reports have also dealt with such topics as the effect of ionic 
surfactant counterions on complex formation,61 the dependence of folding 
and uqfolding of polymers on the extent of binding,62 and the photo­
chemistry of the complex.63 

190 250 
Wavelength/ nm 

Figure 13.2. CD spectra of polY(L.lysine).71 1, a-helix at pH == 11.1; 2, tJ-structure obtained 
by heat treatment at 52°C for 15 in at pH == 11.1; 3, random coil at pH == 5.7. (Reproduced 
with permission of the American Chemical Society.) 
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Synthetic polypeptides, although not true proteins, have been used as 
a model for studying the effects of amphiphiles on the secondary structure 
of proteins. POlY(L-lysine) (PLL) and polY(L-glutamic acid) (PLG) are 
typical polyelectrolytes at neutral pH because the head groups of their side 
chains are completely dissociated (pKa = 10.0464 for PLL and pKa = 4.4565 

for PLG). Polypeptide chains experiencing electrostatic repulsion between 
the ionized head groups should not adopt an ordered conformation such 
as an a-helix or p-structure, but instead should display a random coil 
conformation. The p-structure can be induced by a heat treatment, and is 
strongly dependent on polypeptide concentration.66 However, reducing the 
degree of ionization leads to the helix conformation, where the coil-to-helix 
change is reversible and is easier for longer hydrophobic side chains.64,67 

A conformational change has also been observed to be induced by binding 

1. 0 r-------------------, 
o 0 

0.5 

o 0.5 1.0 1.5 2.0 
Cr/( Cr)x~o.5 

Figure 13.3. Calculated and observed binding isotherm of sodium decyl sulfate for poly(L­
ornithine) at 2soC.39 0, observed; -, from Eq. (13.2S) with u = 77. (Reproduced with 
permission of Wiley & Sons.) 
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of surfactants to these polypeptides. These conformational changes can be 
examined by spectroscopic methods such as UV. circular dichroism (CD), 
and optical rotatory dispersion (ORF). and the spectrum has been deter­
mined for each conformation.68- 73 Figure 13.2 shows typical examples of 
CD spectra for the three conformations of PLL. 71 

Polypeptides are very suitable for examining the cooperative binding 
of surfactants to polymers. Satake and Yang determined the binding 
isotherms of sodium decyl sulfate onto several polypeptides and applied 
their theory of cooperative binding to the isotherms (Fig. 13.3),39 where the 
hydrophobic interaction between bound surfactant ions was related to the 
stability of the polypeptide conformations. 

13.4. Binding of Amphiphiles to Proteins 

The existence of hydrophobic amino acid side chains on protein 
molecules gives rise to an interaction between proteins and hydrophobic 
solutes, such as synthetic amphiphiles and biological materials in vivo. 
Because the side chains of several amino acids carry an amino or carboxyl 
grouP. the overall electrical charge of a protein molecule depends on its 
configuration and on the solution pH. Variety of the functions of proteins 
in living membranes and in the bloodstream originates from their association 
with amphiphiles due to the above interactions, which are of course pH 
and temperature dependent. The binding of solutes to macromolecules 
depends more on electrostatic than on hydrophobic interaction, as would 
be expected. For example. the binding sites of native serum albumin for 
anionic amphiphiles are quite specific, whereas binding sites for neutral 
and cationic amphiphiles are rarely observed.74 A combination of a hydro­
phobic region and an ionic region might become the binding site for an 
amphiphile absorbate.19 It is also possible that the alkyl chain length of the 
absorbates mayor may not have an effect on the magnitude of the binding 
constant. 

The interaction between proteins and amphiphiles has been extensively 
examined from the viewpoint of adsorption or binding, where the Langmuir 
type of adsorption has most often been suggested. However, many adsorp­
tion isotherms do not exhibit saturation but, rather. increase steadily with 
the adsorbate concentration. This finding has two possible explanations: 
either the adsorbate concentration cannot achieve the saturating adsorption 
conditions, or nonspecific adsorption sites are present in addition to the 
specific sites. In the latter case, adsorption to the specific sites is stong and 
leads to saturation (curveC in Figure 13.4), whereas adsorption to the 
nonspecific sites is weak and increases linearly with the concentration in 
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B 

Free Monomer Concentration 

Figure 13.4. Change of adsorption amount with concentration of free monomer (Cr).99 A, 
total adsorption; D, due to nonspecific binding; C, due to specific binding. 

the bulk solution (curve B). The total amount of adsorption increases with 
the adsorbate concentration in the bulk solution (curve A), and becomes a 
sum of the above two: 

r = L [niKiCr/(l + KiCr)) + aCr 
i 

where a is the coefficient for the nonspecific adsorption. 

(13.29) 

The adsorption isotherm of methyl orange onto albumin resembles 
curve C,7S whereas 8-anilino-l-naphthalene sulfonate adsorbes to albumin 
in accordance with curve A.76 Adsorption of more than a certain critical 
amount of synthetic surfactants causes a denaturation of the protein, result­
ing in appearance of further binding sites.77- 79 Therefore, the adsorption 
isotherm is no longer a single sigmoid curve, and adsorption is accompanied 
by changes in protein conformation and by other adsorption mechanisms, 
which can be easily detected by optical methods. Denaturation of proteins 
involves unfolding of the protein. Disulfide bridges and -SH groups inside 
the protein move to the surface and undergo an internal or external exchange 
reaction between the bonds and the groups. The minimum amphiphile 
concentration to bring about this exchange reaction becomes less with 
increasing alkyl chain length.80 



Amphiphile--Polymer Interactions 245 

If the binding process is cooperative, a steep increase in the average 
number of molecules bound per protein molecule (r) will be observed within 
a narrow concentration range of monomeric adsorbate (just as for micelle 
formation by surfactants). To determine the mechanisms of adsorption and 
binding, systematic adsorption experiments with homologous adsorbates 
differing only in alkyl chain length are indispensable. Interactions involving 
hydrophilic head groups can be assumed to be identical for such an adsor­
bate series, and the effect of alkyl chain length can be taken to reflect only 
the hydrophobic part of the interaction. When hydrophobic interaction 
plays an important role in binding, the adsorption amount of the adsorbate 
with longer alkyl chain increases.81 However, the standard free energy 
change of binding starts to deviate from linearity above n = 8 when the 
former is plotted against the number n of carbon atoms in the adsorbate.82 

The slope below the number corresponds to the free energy change of 
transfer per methylene group from the aqueous environment to the nonpolar 
solvent. This deviation suggests that the "excess" methylene groups (more 
than 8) are located partly in the aqueous environment. 

The above model is not always applicable.3s In particular, when the 
adsorption amount becomes high enough to stimulate cooperative binding 
and to solubilize the protein from an organic tissue, surfactants will micellize 
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Figure 13.5. Binding isotherms of alkyltrimethylammonium bromide for bovine serum albumin 
(BSA) at pH = 6.9, ionic strength = 0.1, and 2S·C.3S A, decyl-; B, dodecyl-; C, tetradecyl-; D, 
hexadecyl-. (Reproduced with permission of the Chemical Society of Japan.) 
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on the protein surface with their ionic head groups contacting the aqueous 
environment and their hydrophobic tails contacting the protein.83-87 Figure 
13.5 shows the adsorption isotherms of the cooperative binding of 
alkyltrimethylammonium bromides onto bovine serum albumin.3s The 
adsorption at concentrations below the steep increase represents binding 
to independent sites, whereas the steep increase of adsorption corresponds 
to cooperative binding with a positive entropy change. 

A change in the charge of the surfactant ion from negative to positive 
not only affects the extent of binding but also can result in alterations in 
protein structure due to changes in surfactant binding.8o,88 The formation 
of complexes between anionic surfactants and proteins is well estab­
lished.89-92 Reports are also available on adsorption of inorganic ions to 
human serum albumin,93 solubilization by protein and surfactant complex,94 
denaturation of bovine serum albumin by stepwise binding SDS,9S interac­
tion between anesthetic agents and proteins,96 binding of fatty acids to 
albumin from the viewpoint of protein denaturation,97 and binding of bile 
acids to lysozyme.98 
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Acidity constant, 35 
determination of dibasic acid, 36 
determination of monobasic acid, 35 

Activity coefficient, 31, 135, 192 
Adsorption at interface, 156-164 
Adsorption isotherm, 234, 244 
Aggregation number of micelle 

determination 
photochemical dynamic method, 219 
photochemical static method, 215 
solubility, 39 
thermodynamics, 67 
turbidity, 109 

effect on solubility, 43 
pressure effect on, no 

1,1' -(l,(s)-alkanediyl)bispyridinium ion, 120 
n-AIkylsulfonic acids, 178, 184, 222 
Amphiphiles, 7 
Amphiphilic molecules 

binding to polymer, 239 
binding to protein, 243 
Ausscheidungstemperatur, 114 

Benzophenone, 212 
Binding isotherm, 234-239 
Boltzmann equation, 132 

CD spectrum of polymer, 241 
Chemical potential 

solute, 28 
solvent, 27 
standard state, 30, 31, 32, 71 

Circular dichroism, 243 
Cloud point, 86 

Coagulation, 146 
Coagulation concentration, 146 
Colloid particles, stability of, 136-148 
Competitive inhibitor, 207 
Conformation of polymer, 242 
Cooperative binding, 237, 239, 245 
Critical demicellization concentration, 190; see 

also Demicellization 
Critical ftocculation concentration, 146 
Critical micellar temperature (CMT), 115 
Critical micelle concentration (CMC), 47-55 

contribution factors, 50 
definition, 47 
demice1lization, 190 
effect of charge separation of counterion, 

120-121 
monomeric fraction, 52 
postmicellar transition, 68 
pressure effect, 88 
second CMC, 68 
temperature effect, 86 

Critical solution pressure, 87, 89 
Critical solution temperature, 115 

Debye-Hiicke1 theory, 131-136 
Demicellization, 190 
Denaturant, 233 
Denaturation of protein, 244 
Detergent, 7, 13 
Diffuse layer, 136 
Dispersing agent, 7, 13 
Dissociation constant, 35 
Dissolution, 25; see also Heat of dilution 
Dividing surface, 156 
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Derjaguin-Landau-Verwey-Overbeek 
(D.L.Y.O.) theory, 145-147 

Electric double layer, 136 
Electric potential, 136 
Electric potential energy, 140 
Electroneutrality condition 

interface, 139 
solution, 49, 132 
surface excess, 163 

Electron transfer reaction, 223, 225 
Emulsifier, 7, 13 
Emulsion 

oil in water (OIW), 8, 13 
water in oil (W/O), 8, 13 

Enzymatic reactions, 197-200 
Enzyme, 197 
Enzyme-substrate complex, 197-199 
Euler's theorem, 26, 35, 98 
Excimer, 220 

Foam fractionation, 19 
Foaming agent, 7 
Fundamental processes for thermodynamical 

equilibria, 2 

Gaussian distribution, 202 
Gibbs adsorption, 159, 160 
Gibbs dividing surface, 159 
Gibbs-Duhem equation 

ensemble of small systems, 99 
homogeneous phase, 157 
interface, 155 
small system, 101 
solution, 27 
surface adsorption, 159 

Hamaker constant, 145 
Hansen's two dividing planes, 160, 161 
Heat of dissolution 

differential, 35 
integral, 35 

Helmholtz free energy, 30, 70 
Henry's law, 28 
Hexadecyl trimethylammonium chloride 

(CfAC), 205, 221 
Hydrophile-lipophile balance (HLB), 8-15 

additivity, 9 
fatty acid ester (1\veen type), 11 
group number, 13 

Index 

Hydrophile-lipophile balance (HLB) (Cont.) 

HLB value, 8 
polyoxyethylene (Igepal type), 11 
relationship between HLB and solubility 

parameter, 14 
sorbitan monoester, 9 

Hydrophobic bond, 84 
Hydrophobic hydration, 84 
Hydrophobic interaction, 84 

Iceberg water, 84 
Impurities, 15 
Inhibition constant, 207 
Inhibitors, 206 
Interaction between amphiphiles and polymers, 

233-248 
Interaction parameter, 187; see also Interchange 

energy 
Interchange energy, 29 
Interface, 149 
Interfacial energy, 158 
Interfacial entropy, 158 
Interfacial excess, 156 
Interfacial layer, 150 
Interfacial tension, 149-155 
Invertase, 197 
Ion atmosphere, 134 
Ionic strength, 135 

Krafft effect, 114 
Krafft point, 113; see also Micelle temperature 

range, 113 

Langmuir equation for binding or adsorption, 
234, 236, 243 

Laplace pressure, 3, 155, 179 
Lattice theory of solution, 28-31 

Maximum additive concentration (MAC), 168 
Mean molar quantity, 26; see also Mixing 
Micelle 

catalytic effect, 195, 200-206, 222 
counterion binding, 57, 61, 108 
molecular weight, 73; see also Aggregation 

number of micelle 
shape and structure, 44 
shape transition, 69 
size distribution, 66-74, 103-107, III 

Micelle formation, 41-90 
critical concentration, 47 
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Micelle formation (COllI.) 

enthalpy change, 60, 85 
entropy change, 60, 85, 108 
kinetics, 74-83 
mass action model, 2, 41 
micellization constant, 43, 59, 104 
monodisperse, 50, 53 
phase separation model, 2, 41 
polydisperse, 54 
pressure effect, 83, 110 
temperature effect, 83 
thennodynanrics, 56 
thennodynanric variables, 59, 107 
three parameters, 56 
volume change, 60, 87, 108 

Micelle temperature range (MTR), 113-128 
additive's effect, 125 
definition, 119 
homologous surfactants, 124 
irregularity of carbon number, 124 
physicochemical meaning, 115-123 
pressure effect, 122 
shift, 119, 125-128 
two-surfactant system, 117 

Michaelis constant, 198 
Michaelis-Menten equation, 198 
Mixed micelle, 183-193 

demicellization, 189 
multicomponent system, 191-193 
partial miscibility, 189 
two-component system, 185-188 

Mixing 
mean molar function 

enthalpy, 31 
entropy, 31 
free energy, 31 
volume, 31 

tbennodynamics, 26-28 

Nikko Chemicals Inc., 22 

Optical rotary dispersion, 243 

Partial molar quantity, 26 
Phase rule 

dissolution, 55 
interface, 157 
micelle fonnation, 42, 49 
micelle temperature range (MTR), 115 
mixing, 28 

Phase rule (Coot.) 

small systems, 100 
solubilization, 168, 169 

251 

Phenothiazines, 172, 173, 176, 178, 223-225 
Photochemistry in micellar system, 211-230 

CMC determination, 211 
fluorescence decay, 216, 220 
photo-redox reaction, 222-230 

Poisson-Boltzmann equation, 63, 132, 137 
Poisson distribution 

micellar size, 67 
oxyetbylene units in nonionic surfactant, 20-

22 
photochemical probes among micelles, 215 
reactants among micelles, 201-202 
solubilizates among micelles, 173-175 

Polarity index, 13 
Polarity parameter, 212 
Probe molecules, 212 
pyrene, 212, 213, 221 

Quenching decay, 216 

Radius of the ionic atmosphere, 134 
Raoult's law, 184 
Regular solution, 31 
Relative adsorption, 157 
Relaxation process, 74; see also Micelle 

formation, kinetics 

Scatchard equation for binding, 234 
Scbulze-Hardy rule, 147 
Senunalbumins, 234 
Sodium dodecyl sulfate, 16, 19, 82, 173 
Sodium tetradecyl sulfate, 18, 42 
Sodium hexadecyl sulfate, 240 
Solubility, 33-35 

temperature effect on, 43 
of weak acids, 35-39 

Solubility parameter, 15, 32 
Solubilization, 167-180 

of 4-n-alkylbenzoic acids, 4 
definition, 167 
influencing factors, 177 
location of solubilizate, 179 
solubilization constants, 3, 169 
solubilizer, 13 

Solvent polarity parameter, 212, 214 
Stepwise association 

of monomers to micelle, 75 
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Stepwise association (Cont.) 
of reactants to micelle, 200 
of solubi1izates to micelle, 169 
of surfactants to polymer, 235 

Stern layer, 148 
Subdivision energy, 98 
Subdivision potential, 98 
Surface-active agents (surfactants) 

aWKxption, 149, 163-64 
amphoteric, 11 
anionic, 8 
binding to polymer, 239-243 
binding to protein, 243-246 
cationic, 9 
classification, 7-8 
effect of homolog, 16 
nonionic, 10 

Surface-active agents (surfactants) (Cont.) 
purification, 15-22 

Surface excess, 156 
Surface of tension, 150-155 

Thermodynamics 
adsorption, 156-162 
dissolution, 33-35 

-micelle formation, 56-61 
mixing, 26-28 
small systems, 97-112 
solubilization, 169-173 

Van der Waals-London force, 143 

Wetting agent, 7, 13 
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